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Preface

Welcome to ICOIN 2005, the International Conference on Information Network-
ing, held at Ramada Plaza Jeju Hotel, Jeju Island, Korea during January 31–
February 2, 2005. ICOIN 2005 followed the success of previous conferences. Since
1986, the conference has provided a technical forum for various issues in infor-
mation networking. The theme of each conference reflects the historic events in
the computer communication industry. (Please refer to www.icoin2005.or.kr for
details.) The theme of ICOIN 2004, “Convergence in Broadband and Mobile
Networking,” was used again for ICOIN 2005 since we believed it was ongoing.

This year we received 427 submissions in total, which came from 22 coun-
tries. Upon submission, authors were asked to select one of the categories listed
in the Call for Papers. The most popular category chosen was network secu-
rity, followed by mobile networks and wireless LANs. Other areas with strong
showings included QoS and resource management, ad hoc and sensor networks,
and wireless multimedia systems. From the outset, we could see where recent
research interest lay and could make sure that the theme was still going in the
right direction.

The Technical Program Committee members were pleased to work together
to present an outstanding program of technical papers. All submissions to ICOIN
2005 underwent a rigorous review process by the TPC members and external
reviewers. Each paper was sent to three reviewers and judged based on its orig-
inality, significance, contribution, and presentation. The TPC of 37 people and
154 external reviewers was involved in reviewing them. The review process cul-
minated in the meeting at Ewha Womans University, Korea on October 29, 2004,
and ended at the meeting at Seoul National University, Korea on November 23,
2004, where the TPC finally accepted 96 papers (an acceptance ratio of 22%)
for a three-day technical program.

We thank all the authors who submitted papers to ICOIN 2005. We also
thank the external reviewers for their time, effort and timely response. They
contributed their expertise a lot to the conference throughout the review pro-
cess. Their names are provided in the proceedings. We wish to thank the TPC
members for the fabulous job they did, especially Profs. Chong-kwon Kim (Seoul
National University, Korea) and Sunyoung Han (Konkuk University, Korea) for
their devotion to the conference as Vice Chairs of the TPC, and Mr. Ki Yong
Park (Konkuk University, Korea) who was in charge of running the system used
for submission and review. We extend our sincere thanks to Profs. Pascal Lorenz
(Université de Haute Alsace, France) and Nitin Vaidya (UIUC, USA) for their
strong support to the TPC.

We wish to express our special thanks to General Chair Prof. Sunshin Ahn
(Korea University, Korea) for his advice on all aspects of the conference. We are
deeply grateful to all the Organizing Committee members. As the Organizing
Committee chair, Prof. Kijoon Chae (Ewha Womans University, Korea) pro-
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vided wonderful administration support and ensured the smooth operation of
the conference.

Thank you also to the attendees for joining us at ICOIN 2005.

November 2004 Cheeha Kim
TPC Chair

ICOIN 2005
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Abstract. In this paper, we study the performance of IEEE 802.11
broadcast scheme in multihop wireless networks using an analytical model.
Previous works have evaluated the performance of IEEE 802.11 proto-
col assuming unicast communication, but there has not been an analysis
considering broadcast communication. Analyzing performance of broad-
cast communication is important because multicast communication is
gaining attention in wireless networks with numerous potential applica-
tions. Broadcast in IEEE 802.11 does not use virtual carrier sensing and
thus only relies on physical carrier sensing to reduce collision. For this
study, we define a successful broadcast transmission to be the case when
all of the sender’s neighbors receive the broadcast frame correctly, and
calculate the achievable throughput.

1 Introduction

The IEEE 802.11 standard [3] is widely deployed and used in wireless systems
today. Its de facto medium access control (MAC) protocol, called Distributed Co-
ordination Function (DCF) allows multiple nodes to share the wireless medium
without any central coordinator. Although IEEE 802.11 DCF was designed for
a wireless LAN, it is also used in multihop wireless networks because of its
distributed nature.

The major goal of a MAC protocol is to have only a single node in a broadcast
domain transmit at a given time. If two nodes that are nearby each other trans-
mit frames at the same time, the frames collide and the channel bandwidth is
wasted. To achieve this goal, IEEE 802.11 DCF uses a technology called Carrier
Sensing Multiple Access with Collision Avoidance (CSMA/CA). In CSMA/CA,
whenever a node has a data frame to transmit, it listens on the channel for a
duration of time. This duration of time is called slot time. If the channel is sensed
� This work is supported by grant no. R05-2003-000-1607-02004 and M07-2003-000-

20095-0 from Korea Science & Engineering Foundation, and University IT research
center project (ITRC).
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Fig. 1. Illustration of the hidden terminal problem in a multihop wireless net-
work

to be idle during a predefined slot time, the node transmits the data frame. If
the channel is busy, then the node defers its transmission and waits for a random
delay (called random backoff interval) before retrying. Sensing the channel to
determine if it is busy or idle is called physical carrier sensing.

When a node receives a frame, the node is able to decode the frame cor-
rectly only if the received signal power is higher than a threshold called receiver
sensitivity, which is also called receive threshold. Also, when a node senses the
channel to see whether it is busy or not, it determines the channel to be busy
if the sensed power is greater than the carrier sense threshold. The carrier sense
threshold is a tunable parameter.

Let us assume for now that the carrier sense threshold is equal to the receive
threshold. It means while node A is transmitting a data frame, all nodes in A’s
transmission range senses the channel to be busy, and the nodes outside of A’s
transmission ranges senses the channel to be idle. Under this assumption, the
scenario in Fig. 1 illustrates a situation where physical carrier sensing cannot
prevent collision.

Suppose node A starts transmitting a frame to node B. Since node C is
outside of A’s transmission range, it senses the channel as idle. So node C can
start transmitting its frame, which collides at node B. In this scenario, node C
is said to be hidden from node A, and C is a hidden terminal from A’s view [4].
When node A transmits a data frame to B, there is a period of time in which
if node C starts transmitting, it will collide with node A’s transmission. This
period is called a vulnerable period [1].3

To prevent collisions caused by hidden terminals, a mechanism called virtual
carrier sensing is used in addition to CSMA/CA. When a node S wants to
transmit a frame, it first transmits a Request-To-Send (RTS) frame which is
much smaller in size than a data frame. On receiving RTS, the receiver replies
with Clear-To-Send (CTS) frame also very small in size. Any node other then
the sender and the receiver that receives RTS or CTS defers its transmission
while S transmits the data frame. So the RTS/CTS exchange has the effect

3 The vulnerable period for IEEE 802.11 broadcast scheme is calculated in section II.
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of reserving the space around the sender and receiver for the duration of the
data transmission. This is called Virtual Carrier Sensing, because it provides
information on the channel but not by physically sensing the channel.

In IEEE 802.11 DCF, the virtual carrier sensing mechanism is only used in
unicast transmissions, and it is an optional feature that can be turned on or
off. For a broadcast transmission, only physical carrier sensing is used. Virtual
carrier sensing is not directly applicable to broadcast transmissions because CTS
messages sent by multiple receivers will result in a collision.

The performance of IEEE 802.11 DCF for unicast transmissions has been
studied using mathematical analysis. Cali et al. [5] calculates the throughput of
IEEE 802.11 DCF when the basic CSMA/CA scheme is used without RTS/CTS
mechanism. Bianchi [6] calculates the throughput of DCF with and without
RTS/CTS mechanism, and also a combination of the two. These two studies
are for wireless LANs, and so they do not consider hidden terminals. Wu et al.
[1] studies the throughput the CSMA protocol in multihop wireless networks,
considering hidden terminals.

All of these studies are for unicast communication, and do not consider broad-
cast communications. We are interested in the performance analysis of broad-
cast scheme in IEEE 802.11 DCF, operated in a multihop network. Also, we are
interested in reliable broadcast, where a broadcast transmission is considered
successful only if all of the sender’s neighbors receive the broadcast message
correctly. Reliable broadcast can be used for numerous applications, such as
code distribution, database replication, and a basis for supporting distributed
protocols.

The rest of paper is organized as follows: In section 2, we present the analysis
of the IEEE 802.11 broadcast scheme. To our knowledge, this is the first analyt-
ical study of IEEE 802.11 broadcast scheme in multihop wireless networks. In
section 3, we present numerical results from our analysis. Finally, we conclude
in Section 4.

2 Numerical Analysis Model

Before analyzing performance of IEEE 802.11 broadcast scheme, we examine the
hidden node problem in a broadcast scenario. As you see in the Fig. 2(a), nodes
in the receiving region of node T but not in the receiving region of node S, may
cause hidden terminal problem. We call this area as a potential hidden node area.
For unicast communications, the size of the potential hidden node area can be
calculated using the distance between the sender and receiver. However, in case
of broadcast communication (see Fig. 2(b)), the potential hidden node area needs
to include the receiving range of all the neighbors of the senders. So it is difficult
to exactly compute the size of this area. Moreover, as explained earlier, varying
the carrier sensing area also change the form of this area. The worst case, where
the size of the potential hidden node area is maximized, is when there are infinite
number of node at the edge of the sender’s transmission range. Let R denote the
transmission range of a node. As you see in the Fig. 2, maximum size of potential
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(a) Unicast (b) Broadcast

Fig. 2. Potential hidden node area

hidden node area can be π(2R)2 − πR2 = 3πR2. Thus, in case of broadcast, the
potential hidden node area can be dramatically larger than that of unicast.

We use the similar approximate approaches used in [1] to achieve the average
throughput for multihop wireless networks.

To make our numerical model tractable, we assume followings for the multi-
hop wireless network model.

1. All nodes in the network are two-dimensionally Poisson distributed with
density λ, i.e., the probability p(i, A) of finding i nodes in an area of size A
is given by

p(i, A) =
(λA)ie−λA

i!
2. All nodes have the same transmission and receiving range, which is denoted

as R. N is the average number of neighbor nodes within a circular region of
radius R. Therefore, we have N = λπR2

3. A node transmits a frame only at the beginning of each slot time. The size
of a slot time, τ , is the duration including transmit-to-receive turn-around
time, carrier sensing delay and processing time.

4. The transmission time or the frame length is the same for all nodes.
5. When a node is transmitting, it cannot receive simultaneously.
6. A node is ready to transmit with probability p. Let p′ denote probability

that a node transmits in a time slot. If p′ is independent at any time slot, it
can be defined to be

p′ = p · Prob{Channel is sensed idle in a slot} ≈ p · PI

where PI is the limiting probability that the channel is sensed to be idle.
7. The carrier sensing range is assumed to vary between the range [R, 2R].
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Fig. 3. Markov chain model for the channel

With above assumptions, the channel process can be modeled as a two-state
Markov chain shown in Fig. 3. The description of the states of this Markov chain
is the following:

Idle is the state when the channel around node x is sensed idle, and its duration
Tidle, is τ .

Busy is the state when a successful DATA transfer is done. The channel is in
effect busy for the duration of the DATA transfer, thus the busy time, Tbusy,
is equal to the data transmission time δdata. (Tbusy = δdata)

In IEEE 802.11 scheme, all nodes should not transmit immediately after the
channel becomes idle. Instead, nodes should stay idle for at least one slot time.
Thus the transition probability Pbi is 1.

The transition probability Pii is that probability of the neighbor nodes trans-
mits is given by,

Pii =
∞∑

i=0

(1−p′)i (λπR
2)i

i!
e−λπR2

=
∞∑

i=0

((1 − p′)λπR2)i

i!
e−λπR2(1−p′)e−p′N =e−p′N

Let, Φi and Φb denote the steady-state probabilities of state idle and busy,
respectively. From Fig. 3, we have

Φi = ΦiPii + ΦbPbi = ΦiPii + Φb

Since Φb = 1− Φi, we have

Φi =
1

2− Pii
=

1
2− e−p′N

Now the limiting probability PI can be obtained by

PI =
TidleΦi

Tbusy(1− Φi) + TidleΦi
=

τ

δdata(1− e−p′N ) + τ

According to the relationship between p′ and p, p′ can be

p′ =
τp

(δdata)(1− e−p′N ) + τ

To obtain the throughput, we need to calculate the probability of a successful
transmission. The transmission state of a node x can also be modeled by a three-
state Markov chain, as shown in Fig. 4. In the figure, wait is the state when the
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Fig. 4. Markov chain model for the transmission states of node

node in deferring its transmission, succeed is the state when the node successfully
transmits DATA frame to all of neighbor nodes, and collision is the state when
a node collides with other nodes.

At the beginning of each time slot, node x leaves the wait state with proba-
bility p′. Thus the transition probability Pww is given by

Pww = 1− p′

and, the duration of a node in wait state Twait is τ . The durations of success
and collision states are equal to the frame transmission time, thus Tsucc and
Tcoll are δdata + τ . After success or collision state, node x always enter the wait
state, thus Psw and Pcw are 1.

Let Φw, Φs, and Φc denote the steady-state probabilities of state wait, success,
and collision, respectively. From the above Markov chain we have

Φw = ΦwPww + ΦsPsw + ΦcPcw = ΦwPww + 1− Φw (1)

Hence, we have:

Φw =
1

2− Pww
=

1
1 + p′

Based on the above condition, transition probability Pws can be

Pws = P1P2P3 (2)

where
P1 = Prob{node x transmits in a slot}

P2 = Prob{All of node x’s neighbor nodes do not transmit in the same slot}
P3 =Prob{Nodes in potential hidden nodes area do not transmit for 2δdata+τ}

The reason for the last term is that the vulnerable period for an data frame
is only 2δdata + τ . As you see in the Fig. 5, this is because the collide from
node in potential hidden node happen during the period that begin δdata before
sending node x begins its transmission and ends one slot after x completes its
transmission.



Numerical Analysis of IEEE 802.11 Broadcast Scheme 7

Fig. 5. The vulnerable period for IEEE 802.11 broadcast scheme

Fig. 6. Illustration of transmission area, additional carrier sensing area, and
potential hidden nodes area

Obviously, P1 = p′, while P2 can be obtained by

P2 =
∞∑

i=0

(1 − p)i (λπR
2)i

i!
e−λπR2

= e−p′λπR2
= e−p′N

To calculate P2, we first approximate the number of node in the potential
hidden node area. Let Atx, Acs, and Aph denote the transmission area, additional
carrier sensing area, and potential hidden node area, respectively. As you see in
the Fig. 6, additional carrier sensing area is the physical carrier sensing area
that is outer of transmission area. We assume that the physical carrier sensing
area is larger than transmission range and smaller than potential hidden node
area. Thus, we have

0 ≤ Acs ≤ 3πR2

And, the potential hidden node area can be

Aph = 2π(2R)2 −Atx −Acs = 2π(2R)2 − πR2 −Acs = 3πR2 −Acs

Hence,
0 ≤ Aph ≤ 3πR2
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Let Nph denotes the number of node in potential node area. As we assume
that, nodes are uniformly distributed, thus Nph can be

Nph = λAph

0 ≤ Nph ≤ λ3πR2

0 ≤ Nph ≤ λ3N (3)

With Eq. 3, P3 is given by

P3 = {
∞∑

i=0

(1− p)i (Nph)i

i!
e−Nph}(2δdata+τ) = e−p′Nph(2δdata+τ)

Therefore, Eq. 2 can be expressed as

Pws = p′e−p′Ne−p′3Nph(2δdata+τ) = p′e−p′(N+3Nph(2δdata+τ))

From the Fig. 4, we have Pws = 1 − Pww − Pws and Pcw = Psw = 1 Hence,
the steady-state probability of state succeed, Φs, can be expressed as

Φs = ΦwPws =
Pws

1 + p′

According to the definition [2], the throughput equals the fraction of time in
which the channel is engaged in successful transmission of user data. Therefore,
the throughput Th is equal to the limiting probability that the channel is in
state in success.

Th =
Φsδdata

ΦsTsucc + ΦcTcoll + ΦwTwait
=

Φsδdata

ΦsTsucc + (1− Φs − Φw)Tcoll + ΦwTwait

(4)

=
Pwsδdata

p′Tcoll + Twait
=

(p′e−p′(N+3Nph(2δdata+τ)))δdata

τ + p′(δdata + τ)

3 Numerical Results

In this section, we show numerical results based on the models introduced in
the previous section. To see the effect of data frame length on throughput per-
formance, we show results relatively large data frames and relatively small data
frames. For the long data frame case, we use 100τ as the frame size. For the
small frame case, we use 10τ .

We first study the performance of the IEEE 802.11 broadcast scheme by
varying the average number of neighboring node (N) and transmission attempt
probability (p′). In this scenario, we fix the potential hidden node area (Rph) as
3πR2, which is the worst case.
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Fig. 7. The throughput of IEEE 802.11 broadcast scheme varying N and p′

(Rph=100%=3πR2)

Fig 7 shows the throughput results for the IEEE 802.11 broadcast scheme
with different frame sizes. As the average number of neighboring node increases,
both case of the IEEE 802.11 broadcast scheme shows very poor throughput per-
formance. The main reason is that the probability of collisions becomes higher
as the number of node becomes larger. And as N is increased, p′ achieving opti-
mum throughput decreases. This means that, as the number of competing nodes
within a region increases, IEEE 802.11 scheme becomes more ineffective. When
data frame length is long, the throughput of IEEE 802.11 broadcast scheme is
very low. This is the fact that the vulnerability period (δdata + τ) in equation
for P3 becomes twice the length of the data frame.

Next, we investigate the throughput performance of both case when the addi-
tional carrier sensing area varies. This is important because IEEE 802.11 broad-
cast scheme only relies on physical carrier sensing. In this scenario, we fix the
probability of transmission in a time slot (p′) as 0.001. To see the effect of vary-
ing the additional carrier sensing area (Acs), we vary the potential hidden node
area (Aph) since this value is inversely proportional to Acs.

Fig. 8 shows, the throughput versus the percentage of Aph for the IEEE
802.11 broadcast scheme for 3,5,7,10,15 average neighboring nodes. In this re-
sult, when the percentage of Aph is 0, i.e., Acs is 3πR2, throughput performance
have maximum value. This means that, by achieving maximum value of Acs, the
IEEE 802.11 broadcast scheme minimizes the possibility of hidden node problem.
So it is beneficial to set the carrier sensing range large for broadcast communi-
cation. However, for unicast communication, a large carrier sensing range leads
to reduced spatial reuse, so minimizing hidden node effect and increasing spa-
tial reuse becomes a tradeoff which must be studied further. As the percentage
of potential hidden node area and number of nodes increase, we observe that
throughput of both case decreases more deeper. This again means that IEEE
802.11 broadcast scheme becomes more ineffective as the number of competing
nodes within a region increases.
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(p′=0.001)

Our results reveal that hidden terminals degrade the performance of IEEE
801.11 broadcast scheme beyond the basic effect of having larger potential hidden
node area.

4 Conclusion

Broadcast is an efficient paradigm for transmitting a data from sender to group of
receivers. In this paper, we present a performance of the IEEE 802.11 broadcast
scheme. To derive the throughput, we have used a simple model based on Markov
chains. The result shows that overall performance of IEEE 802.11 broadcast
scheme degrades rather rapidly when the number of competing nodes allowed
within a region increase.
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Abstract. For the IEEE 802.11 protocol, the basic access method in
its medium access control (MAC) layer protocol is the distributed coor-
dination function (DCF). However, this strategy incurs a high collision
probability and channel utilization is degraded in bursty arrival or con-
gested scenarios. Besides, when a frame is collided on a wired network,
the sender should slow down, but when one is lost on a wireless network,
the sender should try harder. Extending the backoff time just makes
matters worse because it brings bandwidth wastage. In this paper, we
identify the relationship between backoff parameters and channel BER
and put forth a pragmatic problem-solving solution. In addition to the-
oretical analysis, simulations are conducted to evaluate the performance
scheme. As it turns out, our design indeed provides a remarkable im-
provement in a heavy load and error-prone WLANs environment.

1 Introduction

Flexibility and mobility have made wireless local area networks (WLANs) a
rapidly emerging field of activity in computer networking, attracting significant
interests in the communities of academia and industry [1,2,3,5,6,7,8,9,10,11,13].
In the meantime, the IEEE standard for WLANs, IEEE 802.11 [14], has gained
global acceptance and popularity in wireless computer networking markets and
has also been anticipated to continue being the preferred standard for support-
ing WLANs applications. According to the actual version of the standard, the
backoff parameters of its collision avoidance mechanism are hard-wired in the
physical layer, and are far from the optimal setting in some network configu-
ration conditions especially in congested or noisy scenario. To begin with, this
strategy might allocate initial size of CW, only to find out later that it is not
enough when the load increased. The size of CW must be reallocated with a
larger size, but each increase of the CW parameter value is obtained paying the
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cost of a collision (bandwidth wastage). Furthermore, after a successful trans-
mission, the size of CW is set again to the minimum value without maintaining
any knowledge of the current channel status.

Besides, the performance of CSMA/CA access method will be severely de-
graded not only in congested scenarios but also when the bit error rate (BER)
increases in the wireless channel. One principal problem also comes from the
backoff algorithm. In CSMA/CA access method, immediate positive acknowl-
edgement informs the sender of successful reception of each data frame. This is
accomplished by the receiver initiating the transmission of an acknowledgement
frame after a small time interval, SIFS, immediately following the reception of
the data frame. In case an acknowledgement is not received, as we mention above,
the sender will presume that the data frame is lost due to collision, not by frame
loss. Consequently, when a timer goes off, it exponentially increases backoff pa-
rameter value and retransmits the data frame less vigorously. The idea behind
this approach is to alleviate the probability of collision. Unfortunately, wireless
transmission links are noisy and highly unreliable. The proper approach to deal-
ing with lost frames is to send them again, and as quickly as possible. Extending
the backoff time just makes matters worse because it brings bandwidth wastage.

Although in the past there were adequate discussions on issues about DCF
and the performance thereof, there were few papers on the relationship between
backoff parameters and channel bit error rate (BER). In fact, as disclosed by
research conducted in the past [7,10,13], the performance of DCF will be sig-
nificantly affected by channel BER in the wireless channels. That is, the proper
choice of the CW parameter values has substantial influence on the network per-
formance. In this paper, we attempt to identify the relationship between backoff
parameters and channel BER and put forth a pragmatic problem-solving solu-
tion. The proposed distributed adaptive contention window mechanism not only
dynamically expands and contracts the contention window size according to the
current network contention level and channel BER, but also provably optimal in
that it achieves optimal channel utilization for IEEE 802.11 DCF access method.
The proposed scheme is performed at each station in a distributed manner, and
it can be implemented in the present IEEE 802.11 standard with relatively minor
modifications. In addition to theoretical analysis, simulations are conducted to
evaluate the performance scheme. The performance of our design is examined in
detail. As it turns out, our design indeed provides a remarkable improvement in
a heavy load and error-prone WLANs environment especially when the bit error
rate is severely degraded.

The remainder of this paper is organized as follows. In Section 2, we describe
the proposed scheme in detail. Simulation and experimental results are reported
in Section 3. Section 4 concludes this paper.

2 Dynamic Optimization for DCF Access Method

An analytical model has been proposed in [2] and [6], which analyze the perfor-
mance of DCF without BER and frame loss in the WLANs. Here we extend the
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analytical model for the above purpose. Our scheme is also based on the results
of the capacity analysis model of the IEEE 802.11 protocol originally proposed
in [1] and [7] as well as the concept introduced in [3] and [5].

In order to exploit the early and meaningful information about the actual
congestion status of a channel, we start by defining the utilization factor, α,of
a contention window to be the number of transmission attempts , slotbusy , ob-
served in the latest contention window divided by the size (number of slots) of
the current contention window, and it is worth noting that slotbusy includes col-
lisions, lost frames, and successful transmission. In practice, the value of α has
to be updated in every backoff interval to reflect the actual state of the channel.
Assume that there are stations working in asymptotic conditions in the system.
This means that the transmission queue of each station is assumed to be always
nonempty. The stations transmit frames whose sizes are i.i.d. sampled from a
geometric distribution with parameter q, and the size of a frame is an integer
multiple of the slot size, tslot. Let tframe , tvirtual and tsuccess denote the average
frame transmission time, the average temporal distance between two consecutive
successful transmission, and the average time required for a successful transmis-
sion, respectively. Hence, the protocol capacity, ρ , is tframe/tvirtual. Also, from
the geometric backoff assumption, all the processes which define the occupancy
pattern of the channel are regenerative with respect to the sequence of time in-
stants corresponding to the completion of a successful transmission. Hence, the
average time required for a successful transmission, tsuccess , is bounded above
by tframe +ACK+DIFS+SIFS+2 · τ , where τ denotes the maximum propa-
gation delay. Since an idle period is made up of a number of consecutive slots in
which the transmission medium remains idle due to the backoff and the collisions
and frame loss might occur between two consecutive successful transmissions, we
have

tvirtual = E

[
N∑

i=1

idel pi + colli + losti + τ +DIFS

]
+E [idel pNcollision+Nlost+1] +E [tsuccess] , (1)

where idel pi , colli and i-th are the lengths of the idle period, frame loss and
collision in a virtual time, respectively, and Ncollision and Nlost is the number of
collisions and number of lost frame in a virtual time, respectively.

The assumption that the backoff interval is sampled from a geometric distri-
bution with parameter p implies that the future behavior of a station does not
depend on the past. Hence, the above equation can be rewritten as

tvirtual = E [Ncollision] · (E[coll] + τ +DIFS) +E[Nlost] · (E[lost] + τ +DIFS)
+E[idle p] · (E[Ncollision] +E[Nlost] + 1) +E[tsuccess] (2)

Closed expressions for E[idle p], E[lost] and E[coll] have been derived in the
literature with E[Ncollison] and E[Nlost] :

E[idel p] =
(1− p)M

1− (1 − p)M
· tslot (3)
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E[Nc] =
1− (1− p)M

M · p · (1− p)M−1
− 1 (4)

E[Nlost] = M (̇1− (1− p)M−1 · (1−BER)
tslot
1−q ) (5)

E[coll] = E[lost] =
tslot

1− [(1− p)M +M · p · (1− p)M−1]
·

[
∞∑

h=1

(h · ((1 − pqh)M − (1− pqh−1)M ))− M · p(1− p)M−1

1− q
)] (6)

Hence, tvirtual is a function of the system’s parameters, the number of active
stations (M), the parameter p which defines the geometric-distribution used
in the backoff algorithm, and the parameter q that characterizes the frame-size
geometric distribution. As mentioned earlier, each station transmits a frame with
probability p. This yields:

perror = 1− (1− p)M−1 · (1−BER)
tslot
1−q (7)

where perror is the probability that a transmitted frame encounters a collision or
is received in error. Using the Markov chain we can obtain an explicit expression
for the probability p as a function of probability perror:

p =
2(1− perror)

(1− 2perror)(W + 1) +W · perror(1− (2perror)m)
(8)

where W is the minimum contention window, and m is the maximum number
of backoff stages, i.e., CW = W · 2m. From equation (7), we obtain:

M = 1 +
log( 1−perror

(1−BER)tslot/(1−q) )

log(1− p)
(9)

Substituting p, as express by equation (8), into equation (9), we obtain:

M = 1 +
log( 1−perror

(1−BER)tslot/(1−q) )

log(1 + 2·(1−2·perror)
(2+W )·perror+W ·perror(2·perror)m−(1+W ) )

(10)

Recall that the probability perror is defined as the probability that a frame
transmitted by the considered station fails. Since in each busy slot an eventual
frame transmission would have failed, the probability perror can be obtained by
counting the number of experienced collision , frame loss, as well as the number
of observed busy slot, and dividing this sum by the total number of observed
slots on which the measurement is taken, i.e., perror ≈ α.

In order to maximize the utilization of every slot in a contention window, we
still need to engineer the tight upper bound of α to help us complete this scheme.
We start with defining popt to be the value of p parameter that minimizes tvirtual.
Since popt is closely approximated by the p value that guarantees a balance
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between the collision and frame loss and the idle periods in a virtual transmission
time. Suppose there are Mtr stations making a transmission attempt in a slot.
Then, we have

M · popt =
M∑
i=1

i · p{Mtr = i} ≥ 1− p{Mtr = 0} = α (11)

As a consequence, Mṗopt is a tight upper bound of α in a system operating with
the optimal channel utilization level. Substituting M , as express by equation
(10), we obtain

popt ≥ α

M
=

α

1 +
log( 1−α

(1−BER)tslot/(1−q) )

log(1+
2·(1−2·α

(2+W )·α+W ·α·(2·α)m−(1+W ) )

(12)

More precisely, the capacity of 802.11 DCF protocol can be improved to achieve
the theoretical throughput limit corresponding to the ongoing network envi-
ronment, channel BER, and traffic configuration by dynamically adjusting its
contention window whose average size is identified by the optimal p value, popt,
that is, when the average size of contention window is 2/popt − 1.

A natural strategy for expansion and contraction is to allocate a new con-
tention window size at the end of each transmission time. However, such a com-
mon heuristic would conduct the size of contention window to fluctuate rapidly
between expansion and contraction. To avoid this undesirable behavior, each
station runs the algorithm to estimate the optimal contention window size, and
use the following formula to update its contention window:

New CW = χ · Current CW + (1 − χ) · Estimate Optimal CW, (13)

where χ ∈ [0, 1] is a smoothing factor. Finally, instead of using the backoff
time generation function defined in the IEEE 802.11 standard, we refine the
backoff time generation function as �ranf() · 2�log(New CW )�� · tslot to complete
our scheme.

3 Simulations and Performance Evaluation

In this section, we evaluate the performance of the proposed scheme.

3.1 Simulation Environment

Our simulation model is built using the Simscript tool [4]. Performance is mea-
sured in terms of the throughput, the average access delay, the dropping proba-
bility, the offer-load, among others. The default values used in the simulation are
listed in Table I. The values for the simulation parameters are chosen carefully
in order to closely reflect the realistic scenarios as well as to make the simulation
feasible and reasonable.
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Table 1. Default attribute values used in the simulation.

Attribute Value Meaning and Explanation

Channel rate 11 Mb/s Data rate for the wireless channel
Slot Time 20 μs Time needed for each time slot

SIFS 10 μs Time needed for each short interframe space
DIFS 50 μs Time needed for each DCF interframe space

MAC header 272 bits Header length of MAC layer header
PHY header 192 bits Header length of physical layer header

RTS 160 bits + PHY header Frame length of each request-to-send frame
CTS 112 bits + PHY header Frame length of each clear-to-send frame
ACK 112 bits + PHY header Frame length of each Acknowledgement

Time out 300 μs ACK/CTS frame time out
χ 0.5 Smoothing factor
rc 32 kb/s Voice source data rate
δ 32 ms Tolerable jitter for voice source
π 5 ms Time needed for handoff
d 50 ms Maximum packet delay for video source

buffer 1 frame Size of buffer for frames
W 16 slots Minimum contention window size
m 6 Maximum backoff stages

3.2 Simulation Results

In what follows, the performances of the proposed scheme and the conventional
IEEE 802.11 DCF protocol are compared based on simulations. Figures 1, 2, and
3 show the effect of channel BER by plotting throughput (average bandwidth
utilization), frame drop probability, and average frame delay for two representa-
tive network sizes (M=5 and 50). As illustrated in Figure 1, the performance of
conventional DCF access method was severely degraded when the channel BER
increased, but the performance of proposed scheme was satisfactory all the time
until the channel BER approximates to 10−5. In fact, we believe that it is almost
impossible to increase the probability of success of transmitting a frame except-
ing frames fragmentation or FEC (Forward Error Control) in an extremely noisy
wireless environment.

Figure 2 presents the frame drop probability as a function of the channel
BER. We can see that although there is not much difference in the values of the
performance measures when BER is low, however, the proposed scheme provides
better performance than the conventional DCF access method when the channel
BER increased. For voice and video traffic, the allowable loss probability is about
10−2 and 10−3[12], respectively. With this criterion, the proposed scheme can
tolerate a BER of 10−6. This simulation result reveals that the proposed scheme
is appropriate for transmitting high priority real-time traffic such as voice and
video traffic in real-time applications. However, the frame drop probability shows
a sharp rise as the BER higher than 10−4 for both schemes due to the increased
number of error transmissions. Conversely, number of stations only marginally
affects frame drop probability for proposed scheme.
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Fig. 1. Throughput against channel BER, for M=5, and 50 respectively.

Fig. 2. Dropping probability against channel BER, for M=5, and 50 respectively.
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Fig. 3. Average access delay against channel BER, variance=363.65 (proposed
scheme, M=5), 561.25 (conventional-DCF, M=5), 29410.25 (proposed scheme,
M=50), and 30325.49 (conventional IEEE 802.11, M=50)

Fig. 4. Throughput versus channel BER and number of stations.
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As mentioned earlier, in the noisy and highly unreliable wireless environ-
ments, the proper approach to dealing with lost frames is to send them again,
and as quickly as possible. Extending the backoff time just makes matters worse
because it brings bandwidth wastage. In other words, in an environment full of
noise and susceptible to interference, the size of CW should not increase with
the number of times packets are sent all over again. Hence, we might have an
intuition that CW should be inversely proportional to BER. As a matter of
fact, as discovered by our research, the initial size of CW should be marginally
positively correlated with BER. In Figure 3, we prove that our hypothesis, a
relatively large size of CW is recommended in a high-BER environment, is true.
As shown in the figure, with the conventional DCF access method, the average
access delay increases with channel BER, whereas the increase is moderate if our
method is adopted. The increasing frame access delay could result from either
retransmitted frames in conventional DCF access method or relatively large size
of CW in proposed scheme. However, please note that it will reach a maximum
value and then decreases gradually and finally drops to 0 as the simulation out-
come obtained in [7]. The reason is that when channel BER is high enough to
result in a significant increase in the drop probability, for example, higher than
10−4, frame delay starts decreasing since the long delays of dropped frames do
not contribute to the average frame delay. Thus, the low frame access delay val-
ues at high BER concern only a small number of successfully received frames
due to high drop probability and, therefore, have a very small significance.

Figure 4 shows the value of the channel BER and the number of stations
versus the throughput for the proposed scheme. As the analytical results, it
illustrated that the throughput of our scheme is not affected by the channel
BER between 10−8 to 10−5, but decreases greatly when the channel BER grows
to 10−4. Besides, the throughput of our scheme changes little when the number
of stations, M , changes. This indicates that, although the proposed scheme has
proven it satisfactory superiority in most of the cases, it provides a remarkable
improvement over congested and noisy wireless environments.

4 Conclusions

The backoff parameters in IEEE 802.11 DCF access method are far from the
optimal setting in heavy-load and error-prone WLANs environment. First, this
strategy incurs a high collision probability and channel utilization is degraded
in bursty arrival or congested scenarios. Besides, in the noisy and highly un-
reliable wireless environment, an unacknowledged frame could result from not
only collision but also frame loss. When the sender is unable to discriminate the
cause of the frame loss, the performance of DCF access method is significantly
affected by the channel BER. In this paper, we attempt to identify the relation-
ship between backoff parameters and channel BER and put forth a pragmatic
problem-solving solution. The proposed distributed adaptive contention window
mechanism not only dynamically expands and contracts the contention window
size according to the current network contention level and channel BER, but
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also provably optimal in that it achieves optimal channel utilization for IEEE
802.11 DCF access method. The proposed scheme is performed at each station
in a distributed manner, and it can be implemented in the present IEEE 802.11
standard with relatively minor modifications. Through extensive simulations,
we have demonstrated a satisfactory performance of our proposed scheme in
a quantitative way. It shows that the proposed scheme has proven it satisfac-
tory superiority in most of the cases. Notable is the remarkable improvement in
congested and noisy wireless environments, even with fairly numerous stations.
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Abstract. One of the main issues to be addressed in the design of large-
scale wireless LANs is that of assigning demand points to access points
(APs) in such a way that each demand point is assigned to one AP and
the aggregate traffic demand (which is referred to as load in this paper)
of all demand points assigned to any AP does not overload that AP.
In this paper, we consider the problem of assigning demand points to
APs with the objective of minimizing the maximum load among the set
of APs, which qualitatively represents congestion at some hot spots in
the network service area. We refer to this problem as the Load-Balanced
Demand Points Assignment Problem (LBDPAP). We formulated this
problem as an integer linear program (ILP) and show that the problem
is NP-hard. We propose an efficient 4

3
-approximation algorithm for the

problem.

Keywords: wireless LANs, demand points assignment, load balancing, NP-hard, ap-

proximation algorithm.

1 Introduction

A wireless local area network or WLAN is typically comprised of mobile comput-
ers with network adapters and access points (APs). A WLAN must be designed
so that all of the target space has radio coverage. It must also be designed so
that its capacity is adequate to carry the expected load. A typical approach
to manage the complexity of the design of WLANs is the Divide-and-Conquer
approach [1][2]. Using this approach, the network design problem is decomposed
into a number of subproblems which are easier to manage and solve and is com-
prised of the following steps:

1. Estimation of the demand area map: the WLAN designers should draw the
map of service area by investigating the physical space with walls or barriers.
The service area map will be divided into smaller demand points where signal
is measured from APs and the number of users or traffic demand is estimated.
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2. Selection of candidate locations for APs: As the physical location of APs may
be restricted to particular areas because of the connections to the wired LAN,
the power supply, and the installation and administration costs, WLAN de-
signers have to carefully select candidate locations for placement of APs.

3. Signal measurement at the demand point in the service area: In order to
provide the maximum coverage and throughput, signal measured or esti-
mated at each demand point should be greater than the threshold with
which the minimum rate is guaranteed. For example, in IEEE 802.11b, the
automatic rate fallback (ARF) function will provide several kinds of rates
such as 1/2/5.5/11 Mbps according to the distance between APs and mobile
computers.

4. AP placement: Given the service areas and the candidate locations of APs,
a set of APs will be chosen from the list of candidate AP locations to meet
the users’ traffic demands. This process is referred to as AP placement.

5. Channel Assignment: After AP locations have been determined, channels are
assigned to APs in a way that the interference between APs is minimized.

6. Assignment of Demand Points to APs: After the locations of the APs are
fixed and channels assigned, the next task is to assign demand points to APs
in such a way that each demand point is assigned to one AP and the the
aggregate traffic demand of all demand points assigned to any AP does not
overload that AP, i.e. is within the capacity of the AP.

Most of the earlier works on the design of WLANs focussed on steps 4 & 5 of
the design process [2,3,4,6,7,8,9]. In this paper, we address another problem of the
network design process, which is that of assigning demand points to APs (step
6 of the design process). In conventional WLAN design process, this problem is
usually ignored and the demand points were automatically assigned to the APs
that have the least path loss between them. Due to the non-uniformity of the
WLAN users’ distribution, some APs may close to many users and are hence
heavily loaded (congested) while some other APs may not have any demand
point assigned to them. Hence there is a need for an efficient algorithm to assign
demand points to APs with the objective of balancing the load among the APs
to maximize the overall throughput of the network.

The rest of this paper is organized as follows. In section 2, we present the
problem assumptions & formulation and prove that the problem addressed is
intractable. Some observations about the characteristics of the problem is de-
scribes in section 3. An efficient approximation algorithm is proposed in section
4 and simulation results to evaluate performance of our proposed algorithm are
described in Section 5. Section 6 concludes this paper.

2 Load-Balanced Demand Points Assignment Problem

2.1 Problem Assumptions and Formulation

We address the issue of demand points assignment with the objective of mini-
mizing the maximum load of all APs. We call this problem the Load-Balanced
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Demand Points Assignment Problem (LBDPAP). We adopt the following as-
sumptions and notations in the problem formulation:

– The sites of the demand points and APs are known
– The set of demand points is denoted by D =

{
d1, d2 . . . dn

}
.

– The set of APs is denoted by A =
{
a1, a2 . . . am

}
.

– The number of demand points is more than the number of APs, i.e. n > m.
– The m×n signal matrix, S =

{
sij

}
, where sij represents the Signal-to-Noise

Ratio (SNR) value at demand point di from access point aj , is given.
– The traffic demand for each demand point di is known and denoted by ti.
– Each demand point should be assigned to exactly one AP.
– The load of an AP is defined to be equal to the sum of traffic demand from

all demand points that are assigned to the AP.

Next, we note that a demand point di can only be assigned to an AP, say aj , if
the SNR sij from di to aj is greater than a certain threshold. For each demand
point di, let Ni denote the set of APs onto which it may be assigned. We refer
this relationship between APs and demand points as the assignment constraint.

LBDPAP may be defined as follows: Let D be the set of traffic demand points
to be assigned and let A be the set of APs available. Let l(aj) denote the load of
AP aj , where aj ∈ A. The LBDPAP is that of finding an assignment Φ : D → A
that assigns each member of D to one of the members of A without violating
the assignment constraint and lmax is minimized, where:

lmax = max
{
l(aj)

}
, aj ∈ A, l(aj ) =

∑
Φ(di)=aj

ti

We say that a demand point di is assigned to access point aj if Φ(di) = aj .

2.2 Formulation as a Mathematical Program

Prior to the problem formulation, the following variables are defined.

– xij : a binary variable, 1 if demand point di is assigned to access point aj ,
otherwise 0

– α : the maximum load that may be assigned to an access point

The Integer Linear Programming (ILP) formulation of the Load-Balanced De-
mand Points Assignment Problem is as follows:

Objective function:
Minimize α (1)

Subject to ∑
j∈Ni

xij = 1, ∀i ∈ D (2)

∑
i∈D

ti · xij ≤ α, ∀j ∈ A (3)
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The objective (1) is to minimize the maximum load assigned to each AP. Con-
straint (2) states that each demand point should be assigned to one (and only
one) AP. Constraint (3) impose the condition that the total traffic demand of
all demand points assigned to a particular AP should not exceed the maximum
load permitted.

2.3 The Intractability of LBDPAP

The LBDPAP is related to the following machine scheduling problem.

Problem 1: Minimum Makespan Scheduling Problem on Identical Ma-
chines (MMSPIM)
We are given m machines and n jobs with respective processing times p1, p2, . . . ,
pn ∈ Z+. The processing times are the same no matter on which machine a job
is run and pre-emption is not allowed. Find an assignment of jobs to m identical
machines such that the makespan (which is the latest completion time among
all machines) is minimized.

Lemma 1. LBDPAP is NP-hard.

Proof. Consider a special case of LBDPAP whereby each demand point can be
assigned to any APs (i.e. no assignment constraints). It is easy to see that this
special case of LBDPAP is identical to Problem 1 (Minimum Makespan Schedul-
ing Problem on Identical Machines) and LBDPAP is thus a generalization of the
former problem. Since the Minimum Makespan Scheduling Problem on Identical
Machines is known to be NP-hard[5], LBDPAP is also NP-hard.

3 Some Observations About LBDPAP

In this section, we highlight some observations about LBDPAP.

Observation 1
We first observe that that LBDPAP is also related to another machine schedul-
ing problem, namely the Minimum Makespan Scheduling Problem on Unrelated
Machines (MMSPUM), which is defined as follows:

Problem 2: Minimum Makespan Scheduling Problem on Unrelated
Machines (MMSPUM)
We are given a set J of n jobs and a set M of m machines. The processing time
for a job j ∈ J on machine i ∈ M is pij ∈ Z+ and pre-emption is not allowed.
Find an assignment of jobs in J to the machines in M such that the makespan
is minimized.

In particular, we note that each instance of LBDPAP can be transformed into an
instance of the Minimum Makespan Scheduling Problem on Unrelated Machines
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(MMSPUM) whereby the demand points and the access points of LBDPAP cor-
respond to the jobs and machines of MMSPUM, respectively. For each demand
point di ∈ D, let pij = ti ∀aj ∈ Ni and let pij = ∞ ∀aj /∈ Ni. Then it is
easy to see that an optimal solution (least possible maximum load among APs)
for LBDPAP corresponds to a schedule for MMSPUM with minimum makespan
and vice versa. MMSPUM is also known to be NP-hard[5] and Lenstra et al.[10]
gave a 2-approximation algorithm for the problem. This performance bound was
further improved to 2− 1

m by Shchepin et al.[11] and this is currently the best-
known approximation ratio that can be achieved in polynomial time.

Observation 2
We next observe that each instance of LBDPAP can be represented using a bi-
partite graph as follows. Let G = (D ∪ A,E) denote a bipartite graph where E
corresponds to a set of edges connecting the vertices in D to the vertices in A.
An edge is said to exists between a pair of vertices (di, aj) where di ∈ D and
aj ∈ A if aj ∈ Ni. Let q =| E | and let M be a maximum matching for G.

Lemma 2. The maximum number of access points that may be used in any
assignment of demand points in D to access point points in A is equal to |M |.
Proof. Let M be a maximum matching for the bipartite graph G. Let DM and
AM denote the set of matched vertices corresponding to demand points and
access points, respectively. We claim that each demand point vertex d ∈ D−DM

can only be adjacent to one of the matched AP vertex d ∈ AM , i.e. demand point
d can only be assigned to one of the APs in AM . Suppose otherwise and assume
that there exists a demand point vertex d∗ ∈ D−DM that is adjacent to an access
point vertex a∗ ∈ A−AM . In this case, the size of the matching can be increased
by one (since both D∗ and A∗ are unmatched vertices), thus contradicting the
fact that M is a maximum matching (refer to Figure 1 for an illustration). Hence
the maximum number of APs that may be used in any assignment is equal to
|M |.

Lemma 3. The exists an optimal assignment that uses exactly | M | access
points.

Proof. Ommitted due to page limit constraint. Intuitively, an optimal assignment
will attempt to utilize the maximum number APs possible to distribute the traffic
load among the APs.

4 An Approximation Algorithm

The algorithm proposed in [10] and [11] relies on solving a linear programming
relaxation of the problem and uses the information obtained from the solution to
allocate jobs to machines. In this section, we present a new algorithm, called the
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Load-Balanced Demand Point Assignment Algorithm (LBDPAA), for LBDPAP
that achieves a lower performance ratio than that of [11] without solving a linear
program. In addition, our algorithm runs in O(n[n+m+q]) and is combinatorial,
hence is more efficient than the algorithm proposed in [11].

4.1 The Load-Balanced Demand Point Assignment Algorithm
(LBDPAA)

Our proposed algorithm adopts the approach of utilizing the maximum number
of APs possible in the assignment of demand points to APs in order to distribute
the traffic load among as many APs as possible. Based on Lemma 2, we know
that the maximum number of APs that may be used in any assignment is equal to
|M |, whereM is the size of a maximum matching in the corresponding bipartite
graph G. Hence our algorithm will attempt to find a maximum matching M in
the graph G. We first sort the list of demand points in non-increasing order of
traffic demand. Let the resultant list be denoted by D = {d1, d2, . . . , dn}, where
t1 ≥ t2 ≥ . . . ≥ tn. Starting with the first demand point d1 in the sorted list, we
will attempt to match (or assign) d1 to an AP with zero load in the corresponding
bipartite graph G. Next, the algorithm will proceed to match d2 with another
AP with zero load in G. The algorithm will iterate in this manner where in each
iteration, we will attempt to find an augmenting path P that connects a given
demand point di to some unmatched AP (with zero load) in G. If such a path is
found , we will augment the edges in P which results in the assignment of di to
some AP in P and the reassignment of the other demand points to APs in P . In
addition the size of the resultant matching will be increased by one. If there does
not exists any augmenting path that begins with di in G, then we will assign di

to a least-loaded AP in Ni. The algorithm terminates when all demand points
have been assigned. The pseudocode of the algorithm is as follows:
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——————————————————————————————————

Load-Balanced Demand Points Assignment Algorithm

1.let D = list of demand points sorted in non-increasing order of traffic demand

2.for j = 1 to m do

set l(aj) = 0;

endfor

set i = 1;

3.while D �= ∅ do

3.1.find augmenting path P with di as one of its end vertex;

if P exists then

3.2. augment the edges in P ;

3.3. for each matched edge (dx, av) in P do

assign demand point dx to AP av

let dy be a demand point in P which was assigned to av prior to the

augmentation of P

l(av) = l(av) + tx − ty

endfor

3.4.else

let aj be an AP with the least load in Ni;

assign di to aj ;

l(aj) = l(aj) + ti;

endif

D = D − {di};
i = i + 1;

endwhile

——————————————————————————————————

Lemma 4. The time complexity of the proposed algorithm is O(n[n+m+ q]).

Proof. The sorted list in step 1 can be done in O(nlogn). The initialization of the
load of APs in step 2 can be done in O(m). The while loop in step 3 will iterates
n times. In step 3.1, each augmenting path can be found in O(n+m+ q) using
breadth-first search. The augmentation of the edges in step 3.2 can be done in
O(n+m+ q); the reassignment of demand points to AP and computation of the
new load in step 3.3 can be done in O(n +m). In step 3.4, the assignment of a
demand point to a least loaded AP can be done in O(m) and the computation
of the resultant load can be done in O(1). Hence step 3 can be completed in
O(n[n+m+q]). Thus, the overall complexity of the algorithm is O(n[n+m+q]).

4.2 Performance Ratio

Without loss of generality, we assume that the list of traffic demands {t1, t2, . . . ,
tn} are all distinct. We will prove that our proposed algorithm is able to achieve
a performance ratio of 4

3 for LBDPAP.
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Lemma 5. The Load-Balanced Demand Point Assignment Algorithm (LBD-
PAA) is a 4

3 -approximation algorithm.

Proof. We will construct a proof by contradiction. Suppose that 4
3 is not a valid

bound on the performance ratio. Let OPT denote the maximum load of an
optimal assignment. Let I be an instance with the smallest number of demand
points such that an assignment which is obtained using LBDPAA has a maximum
load > 4

3OPT . Let di be a demand point whose assignment to some access
point, say a∗, results in the overall maximum load of the assignment, i.e. l(a∗) =
max l(a) ∀a ∈ A − {a∗} and suppose that i �= n. Consider an instance I ′ which
is equal to I without demand point dn. Then I ′ is a smaller instance of I for
which LBDPAA computes an assignment with maximum load > 4

3OPT . But
this contradicts the choice of I. Hence we can assume that i = n.

Let Φ be an assignment obtained using LBDPAA. Let U be an optimal
assignment which uses the same number of APs as Φ (i.e. | M |) and has the
most number of (demand point, access point) assignments in common with Φ .
We first claim that tn ≤ OPT

3 . Suppose otherwise and assume that tn > OPT
3 .

Since ti ≥ tn∀i < n, each AP can be assigned with at most 2 demand points
using U . We normalize assignments U and Φ as follows:

– if an AP a has two demand points assigned to it, place the demand point
with the higher traffic demand as the first demand point to be assigned to a

– sort the APs so that the first demand points assigned are in decending order
of traffic demand.

Next we will compare the assignment obtained by Φ and U as follows. We
begin by comparing the assignment of the first demand point using Φ versus
using U , in descending order of traffic demand. Following that, we will compare
the assignment of second demand point using Φ versus using U in decending
order of traffic demand. Let wj denote the AP that is placed in the jth position
of the ordered list of APs. Since Φ and U are not identical, there must exists a
(demand point, AP) assignment of Φ that is not in U . Let (dx, wp) be the first
(demand point, AP) assignment of Φ that is not in U . We consider the following
two subcases:

Subcase (i): dx is the first demand point to be assigned to wp using Φ. In this
case, let the first demand point that is assigned to wp using U be denoted by
dy. We note that tx > ty; otherwise dy would have been considered for assign-
ment before dx using LBDPAA and be placed as the first demand point to be
assigned to wp. Next we note that the traffic demand of each demand point that
is assigned as the first demand point to APs that are ordered after wp using
assignment U must be less than that of dx. Hence dx must be assigned as a
second demand point to some AP, say wq, using U . Let the first demand point
to be assigned (using U) to wq be denoted by da. Let the second demand point
assigned to wp using U be denoted by db. We note that the following must hold:
ta > tx and ty > tb. Since tx > ty, ta + tx > ty + tb. By swapping the assignment
of dx and dy in U , we have ta + ty ≤ ta + tx ≤ OPT and tx + tb ≤ ta + tx ≤ OPT .
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Hence we have another optimal assignment with one additional (demand point,
AP) assignment in common with Φ, which is a contradiction.

Subcase (ii): dx is the second demand point to be assigned to wp using Φ. In
this case, dx must also be assigned as a second demand point to some AP, say
wq, using U . Let the first demand point to be assigned to wq be denoted by da.
Let the first and second demand points assigned to wp using U be denoted by
db and dy, respectively. We note that db is also the first demand point to be
assigned to wp using Φ. Since dx is assigned to wp (instead of wq) using Φ, we
must have tb + tx ≤ ta + tx, which in turn imply that tb ≤ ta. Next we note
that since dx is the first demand point which differs in assignment between Φ
and U , tx ≥ ty (otherwise dy will be consider before dy in the assignment Φ in
the comparisons of Φ versus U). By swapping the assignment of dx and dy in U ,
we have ta + ty ≤ ta + tx ≤ OPT and tx + tb ≤ tx + ta ≤ OPT . Hence we have
another optimal assignment with one additional (demand point, AP) assignment
in common with Φ, which is a contradiction.

Since tn ≤ OPT
3 and dn is the demand point whose assignment result in the

resultant maximum load L exceeding OPT , we have L ≤ OPT + tn ≤ 4
3OPT .

5 Simulation Results

We study the performance of LBDPAA by comparing its solutions with that of
the optimal solutions which are obtained by solving the ILP formulated program
using CPLEX. In our empirical studies, we consider the scenario of a wireless
local area network (WLAN) whereby the sites for the access points and demand
points are generated randomly on a grid plane of 200 × 200, where each grid
represents 10× 10 square metre. The traffic demand from each demand point is
randomly selected from the range of 100 Kbps to 500 Kbps. We assume that a
connection can be established between a AP and a demand point if the distance
between them is no larger than 550m (this is typically the case in WLAN).

Figure 2 shows the performance of LBDPAA by varying the number of de-
mand points (which ranges from 20 to 100) while the fixing the number of APs at
20. For each data point in Figure 5, 50 runs are taken and the average calculated.
We observe that the solutions obtained using LBDPAA differs from the optimal
values by no more than 25%. In particular, we observe that the performance
ratio of LBDPAA ranges between 1.17 and 1.24 in all instances generated. This
in turn implies that the average case performance of our proposed algorithm is
much better than the performance ratio derived.

6 Conclusion

In this paper, we consider the problem of assigning demand points to access
points in a WLAN with the objective of distributing the traffic load among
the access points so as to ensure that no access point is overloaded. We refer
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to this problem as the Load-Balanced Demand Points Assignment Problem.
We proposed an approximation algorithm for the problem and prove that our
proposed algorithm is able to guarantee a performance ratio of 4

3 . Empirical
studies have shown that our proposed algorithm is able to perform much better
on the average as compared to the performance ratio derived. Hence one direction
for future research is to investigate the possibility of tightening the performance
bound of our proposed algorithm and to analyse its average-case performance.
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Abstract. The IEEE 802.11 MAC protocol adopts the distributed coor-
dination function (DCF) with a binary exponential backoff as a medium
access control mechanism. According to previous research results and
our simulation study, the performance of IEEE 802.11 is highly depen-
dent upon the number of contending stations and the initial value of
contention window (CWmin). In this paper, we propose an adaptive con-
tention window mechanism that dynamically selects the optimal back-
off window by estimating the current number of contending stations in
wireless ad hoc networks. In the proposed scheme, when there are small
number of contending stations, a smaller CWmin value is selected, while
a larger CWmin value is selected when there are large number of con-
tending stations. We study the performance of the proposed mechanism
by simulation and we got an improved performance over the IEEE 802.11
MAC protocol which uses a fixed CWmin value.

1 Introduction

In wireless ad hoc networks, stations communicate with each other without the
aid of pre-existing infrastructures. Wireless ad hoc networks can be applied where
pre-deployment of a network infrastructure is difficult or impossible. The design
of MAC protocols for ad hoc networks has received much attention recently. One
of the most popular MAC protocols for ad hoc networks is the IEEE 802.11 MAC
[1,2] and it defines the distributed coordinated function (DCF) as a fundamental
access mechanism to support asynchronous data transfer on a best effort basis in
ad hoc networks. In the DCF mode, before a station starts transmission, it must
sense whether the wireless medium is idle for a time period of the Distributed
InterFrame Spacing (DIFS) [1]. If the channel appears to be idle for a DIFS,
the station generates a random backoff time, and waits until the backoff time
reaches 0. The reason for this is to prevent the case that many stations waiting
for the medium to be idle can transmit frames at the same time, which may result
in high probability of collisions. Thus, the random backoff deferrals of stations
before their transmissions can greatly reduce the probability of collisions.

The DCF mode of IEEE 802.11 provides two different handshaking proce-
dures for data transmissions. In the IEEE 802.11 MAC, a sending station must

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 31–40, 2005.
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wait for an ACK frame from the receiving station because the sending station
can not correctly detect a collision which happens at the receiving station, and it
cannot listen to the wireless medium while it is transmitting due to the difference
between the transmitted and received signal power strengthes. Thus, the basic
handshaking procedure of the IEEE 802.11 MAC for a data transmission follows
a DATA-ACK sequence. An optional handshaking procedure requires that the
sender and the receiver exchange short RTS (Request-To-Send) and CTS (Clear-
To-Send) control frames prior to the basic handshaking procedure. Exchanging
of RTS and CTS frames provides a virtual carrier sensing mechanism to prevent
the hidden terminal problem where a collision can occur at the receiver by the
transmission of the sender against the transmissions of other stations which are
”out of range” from the sender [3]. For this reason, any stations hearing either
a RTS or CTS frame update their Network Allocation Vector (NAV) from the
duration field in the RTS or CTS frame. All stations that hear a RTS or CTS
frame defer their transmissions by the amount of NAV time.

The DCF adopts a binary slotted exponential backoff mechanism. If there are
multiple stations attempting to transmit, the medium may be sensed busy and
such stations perform an exponential backoff deferral. Each station waits for a
random number of slot times distributed uniformly between [0, CW ], where CW
is the contention window size and its initial value is CWmin. Every time after
an unsuccessful transmission, the CW value is doubled until it reaches CWmax.
After a successful transmission or when the number of retransmission reaches
the retry limit and thus the corresponding frame is dropped, the CW value is
reset to CWmin. Note that a random backoff deferral should be done prior to
the transmission of another frame after a successful transmission.

Recently, many researches on wireless LANs investigated the performance of
IEEE 802.11 and they showed that the performance of the IEEE 802.11 is heav-
ily dependent on the CW backoff parameters [4-9]. These works also showed
that the performance is greatly dependent on the number of stations. In [9],
Natkaniec et al. showed the dependency between MAC performance and CW
parameters according to the number of contending stations. They also showed
that the performance enhancement can be achieved by the selection of the op-
timal CWmin parameter, which depends on the number of contending stations.
Bianchi et al. [4] showed that the CSMA/CA protocol suffers from several per-
formance drawbacks and the throughput performance is strongly dependent on
both the number of active stations and the total load offered to the network.
In the work, the performance can be substantially enhanced if the exponential
backoff mechanism is substituted by an adaptive contention adjustment mecha-
nism, depending on the number of contending stations. In [6], Cali et al. derived
the theoretical capacity limit of the p-persistent IEEE 802.11 MAC protocol, and
they showed that the IEEE 802.11 standard operates very far from the theoreti-
cal throughput limit depending on the network configuration. In the work, they
achieved throughput improvement toward the theoretical limit by adjusting the
contention window size and by estimating the number of contending stations.
However, these works considered only infrastructure WLAN environments and
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focused on the basic handshake (Data+Ack) of the DCF. Furthermore, they as-
sumed an ideal channel condition that there are no hidden terminals. Thus, the
research results are not directly applicable to ad hoc networks.

In this paper, we propose an adaptive contention window mechanism that
dynamically selects the optimal backoff window using an estimation of the num-
ber of contending stations in wireless ad hoc networks using RTS/CTS access
mode. In the proposed scheme, when there are small number of contending sta-
tions, a smaller CWmin value is selected, while a larger CWmin value is selected
when there are larger number of contending stations. We show the performance
of the proposed mechanism by simulation and we compare it with that of the
IEEE 802.11 MAC protocol which uses a fixed CWmin value.

2 Proposed Mechanism

In this section, we propose a mechanism that dynamically calculates the optimal
contention window based on an estimation of the number of contending stations
in wireless ad-hoc networks where all stations use the DCF with RTS/CTS
scheme.

Before we describe the proposed mechanism, we show by an experiment the
effect of the number of contending stations and the contention window size on
the throughput performance. Fig.1 shows our NS-2 simulation result for the
throughput performance by changing the number of contending stations in fully
connected topologies. The network parameters used in this study are summarized
in Table 1 of Section 3. We assume that there are 50 stations in the network and
we measure the throughput when the numbers of source stations are 5, 10, and
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25. Each source station randomly selects its destination station. Regardless of
the number of source stations the network load is fixed to be 100 Kbytes/second.
As shown in Fig.1, the throughput performance is highly dependent on both the
number of contending stations and CWmin. According to Fig.1, the maximum
throughput is achieved when CWmin is 32 for 5 contending stations, 128 for 10
contending stations, and 256 for 25 contending stations. Therefore, if we can
estimate the number of contending stations, then we can select the optimum
CWmin value which gives the maximum MAC throughput.

First, we describe the way to estimate the number of contending stations.
In the RTS/CTS mode, the source station S transmits an RTS frame to the
destination station D before transmitting data frames and station D replies
with a CTS frame. A station that hears a control frame that is not destined
to itself defers its frame transmission. Therefore, station S that has frames to
send contends with other active stations (stations transmit RTS or CTS frames)
located within the transmission range of station S. Moreover, station S also
contends with active stations located within the transmission range of station
D. They are hidden terminals to station S and may disturb the transmission
of station S. Since collisions caused by hidden terminals occur at the receiving
station, the sending station which is trying to access the medium competes with
active stations located within the transmission range of the receiving station.
As a result, when station S wants to send frames to station D, not only the
stations located inside of S’s transmission range but also the stations within
D’s transmission range contend with station S. This means that the number of
contending stations of station S is the sum of the number of stations that send
control frames within the transmission range of station S and the number of
stations that send control frames within the transmission range of station D.
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Fig.2 shows contending stations of station A when it has data to send to
station B. In the figure, stations A, C, F, H, and I are senders and B, D, E, G,
and J are respective receivers. Each of the sender or receiver contends for the
medium in the contention period (during the backoff deferral period). Thus, the
number of stations contending with station A is four (C, E, G, and I).

Now, we describe how the sender estimates the number of contending sta-
tions. The source station S can estimate the number of contending stations by
overhearing RTS/CTS control frames or listening to beacon messages from its
neighbors. When station S overhears RTS or CTS control frames from other
stations, it can notice that those stations that have sent the control frames are
active stations. Thus, by overhearing control frames, station S can determine
the number of active stations within its transmission range. But, if there are col-
lisions among control frames, the estimation can be inaccurate. More accurate
estimation is possible by beacons. For this, we define two additional fields in the
beacon frame. One field is one-bit active station flag. If this bit is set, it means
that the station sending the beacon is a sender station or receiver station. In
Fig.2, station A can know the number of active stations in its transmission range
(i.e., 2) by hearing RTS by station C and CTS by station E, or by the beacons
sent by stations C and E whose active station flag is set. The other field in the
beacon frame is the active station count field. It is required by the sending sta-
tion S to know the number of contending stations within the transmission range
of the destination station D. Each station counts the number of active stations
in its transmission range, and records it in the active station count field in its
own beacon frame. Station S checks the active station count field in the beacon
frame that is transmitted from its destination station D. Thus, the sending sta-
tion S can estimate the number of contending stations in its transmission range
by checking the active station flag in beacons from its neighbors and the number
of contending stations within the transmission range of the destination station
D by checking the active station count field in the beacon from station D.

In Fig. 2, station B estimates the number of contending stations within its
transmission range (i.e., 2) either by hearing RTS by station I and CTS by station
G, or by the beacons, in which the active station flag is set, sent by stations I
and G. Thus, station B sends its beacon in which active station count field set
to 2. Upon listening the beacon from station B, station A sums the value of the
active station count field in the beacon from stations B (i.e., 2) and the number
of contending nodes in its transmission range (i.e., 2). Now station A knows that
the total number of contending stations is 4, and then it calculates the optimum
contention window size. According to the related research results [4,5,7], the
optimum minimal contention window is obtained by W = n ∗ √2T , where
n is the number of contending stations and T is the total frame transmission
time. The analysis uses a discrete Markov chain that considers a fixed number of
contending stations in the 802.11 DCF mode. If a collision occurs, it will occur
within a transmission period of RTS and CTS frame, not data frames. Thus, for
the RTS/CTS mode, T becomes the transmission time of control frames [4,5,10].
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Table 1. Simulation Parameters

1024CWmax

32CWmin

8184 bitsPacket payload

2 usPropagation delay

1 MbpsData rate

50 usDIFS

10 usSIFS

ValueParameter

1024CWmax

32CWmin

8184 bitsPacket payload

2 usPropagation delay

1 MbpsData rate

50 usDIFS

10 usSIFS

ValueParameter

So we have T = RTS + SIFS + δ + CTS + SIFS + δ, where δ is the packet
propagation delay.

3 Performance Evaluation

In this section, we evaluate the performance the proposed adaptive mechanism
and compare it with the current window mechanism of the IEEE 802.11 MAC.
We used the NS-2 simulator and assumed that data frame size is 1024 bytes
and the bandwidth is 1Mbps. The parameters used in our simulation study are
summarized in Table 1. For simplicity, the channel is assumed to be error-free.
For the IEEE 802.11 MAC, the values of CWmin and CWmax are set to 32
and 1024, respectively (i.e., m is 5 in CWmax = 2mCWmin). But, according to
our simulation study, we found that the proposed mechanism shows the best
performance when m is 3. So, we used this value for the proposed mechanism.

Our simulation study is performed with three different topologies: chain,
lattice, and random. The chain topology corresponds to a sparse contending
environment where packets travel along the chain of intermediate nodes toward
the destination. The lattice topology emulates a dense contending environment,
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Fig. 4. Packet delivery ratio in the chain topology

and we assume that there are four source/destination pairs. In the chain and
lattice topologies shown in Fig.3, we assume that the distance between two
neighbor stations is 200 meters. In the random topology, we assume that 100
stations are randomly located in the area of 1000x1000 square meters. Among
them, 50 source stations are randomly selected and each source station randomly
selects its destination station from its neighbors. The total simulation time is
300 seconds.

Fig.4 shows the packet delivery ratio of the IEEE 802.11 MAC and the pro-
posed contention window mechanism for the chain topology, as a function of
offered load. The packet delivery ratio is the number of data packets received
by the destinations divided by the number of data packets originated from the
sources. As shown in Fig.4, the packet delivery ratio drastically decreases as
the offered load increases. Compared to the IEEE 802.11 MAC, the proposed
mechanism shows better packet delivery performance. It is due to the fact that
there are very few contending stations in the chain topology, and thus the pro-
posed mechanism selects smaller CWmin value (ranging between 15 and 30)
adaptively, while the IEEE 802.11 MAC uses the fixed larger CWmin value (32),
which increases idle time, and thus degrades the throughput performance.

Fig.5 shows the packet delivery ratio of the IEEE 802.11 MAC and the pro-
posed mechanism for the lattice topology. As shown in the figure, the proposed
adaptive mechanism also shows better performance. In the lattice topology, the
number of contending stations is increased compared to the chain topology, and
thus larger CWmin value is required to reduce the number of collisions. While the
proposed mechanism adaptively increases the CWmin value (ranging between 40
and 100), the 802.11 MAC keeps the fixed CWmin value (32), which increases the
number of collisions, and thus the packet delivery ratio (throughput) is lowered.
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Fig. 5. Packet delivery ratio in the lattice topology

Fig.6 shows the packet delivery ratio for the random topology. As shown in
the figure, the proposed mechanism also shows better performance. As discussed
above, the proposed scheme adaptively selects the optimum CWmin value ac-
cording to the number of contending stations, which decreases the number of
collisions and improves the performance. Fig.7 shows the number of collisions of
control frames per source station in the random topology during the total simu-
lation time. As shown in Fig. 7, the IEEE 802.11 MAC shows much more (about
6 times) collisions than the proposed mechanism. Fig.8 shows the delivery delay
distribution of the packets (data frames) sent by all source stations when each
source station transmits 6 packets per second. The delay is defined to be the
elapsed time from the time a packet is transmitted by the MAC layer of the
sender to the time the packet is delivered to that of the receiver. About 90% of
packets are delivered within 20 ms in the proposed mechanism, while about 60%
of transmitted packets are delivered within 20 ms in the IEEE 802.11 MAC.

4 Conclusion

The performance of the IEEE 802.11 DCF protocol using the RTS/CTS hand-
shake is strongly dependent on the number of active stations in wireless ad hoc
networks. In this paper, we proposed an adaptive contention window mechanism
that dynamically adapts the optimal backoff window using an estimation of the
number of contending stations. In the proposed mechanism, a smaller CWmin

value is selected when there are small number of contending stations, while a
larger CWmin value is selected when there are large number of contending sta-
tions. We studied the performance of the proposed mechanism by simulation
and we got an improved performance over the IEEE 802.11 MAC.
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Fig. 6. Packet delivery ratio in the random topology
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Abstract. This paper presents experimental results for the actual ef-
fects of the IEEE 802.11 power saving mode (PSM) on communication
performance and energy saving. First, we have measured the throughput
and response time of a station working in PSM with various applications
and compared them to those of the active mode. Energy consumptions
have also been compared by analyzing trace data. Second, the effects of a
PSM station to the neighbor stations have been investigated by measur-
ing their performance changes. The experiments show that the amount of
effects varies depending on application types due to traffic burstness and
congestion control of underlying transport protocols. It may happen that
a PSM station running a streaming application, somewhat abnormally,
does harm to the performance of the neighbor station. Finally, a prim-
itive solution against this abnormality is presented and experimented.
This study could provide a good basis for further studies on utilizing
PSM.

1 Introduction

In the last few years the cost of devices confirming to the IEEE 802.11 standard
dropped down significantly and these devices are commonly used for the wireless
LAN. The IEEE 802.11 was designed for the mobile device such as notebooks and
PDAs, which usually rely on limited powers source such as batteries. Therefore,
IEEE 802.11 standard should comply with low power communications.

IEEE 802.11 provides power saving mode (PSM) for using power efficiently.
In the PSM, the network interface goes into a sleep state and thus its power con-
sumption is significantly decreased. PSM itself is well-known but its utilization
is relatively little addressed. Especially, there exists no study, to our best knowl-
edge, about when a station adopts PSM. Two conditions generally accepted are
(1)when a station falls into a low power state and (2)when a station has little
traffic. However, if there exists a trade-off between power and traffic, for exam-
ple, if a communication task should be done under a limited power resource, it

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 41–51, 2005.
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is a difficult question whether PSM is a good choice. To address this issue, the
performance and energy characteristics of PSM should be first investigated.

It is generally believed that PSM is good for energy but harm for perfor-
mance. However, if a station set in PSM involves in receiving frames very ac-
tively, its positive effect on energy saving might be questionable due to control
overhead for polling. On the other hand, an application requires low throughput
and is not so sensitive to delay (for example, paging), the negative effect on
performance of PSM might be negligible.

The other question explored in the study is how much effect a station working
on PSM has on the performances of other stations in the same basic service set.
General expectation is that what a station goes into PSM is good for other
stations with respect to performance because there will be more chances to
access the shared link. This will be true as long as a PSM station is in the sleep
state, but if the station wakes up and is busy for handling buffered frames other
stations may get less share of the link.

This paper concerns the above two questions in a practical approach. Experi-
ments have been performed with real applications in a real 802.11b infrastructure
network; throughputs and delays were measured and energy consumptions were
calculated based on traces by a sniffer.

With FTP application, a PSM station shows a worse throughput than a active
mode station and the decrease is deeper than expected. It can be interpreted that
inactivity during sleep periods triggers congestion control of TCP, which also
limits the transmission rate at the transport level. With Ping application, the
response time can be increased up to one cycle time, i.e., one active period plus
one sleep period (200msec in a typical setup). Interestedly, there is a relatively
small throughput drop with a MPEG streaming application. It is understood
that burstness of MPEG data and no congestion control at the transport (i.e.,
UDP) caused the difference. A given file transfer task is performed in PSM and
active mode, respectively, and their energy consumptions are compared each
other. PSM gives better energy saving even though traffic is heavy.

Regarding the effects to other stations, if a PSM station performs FTP,
others get a positive effect as expected; in other words, their throughput increase.
However, if a PSM station does a streaming application, other stations cannot
improve their performances but suffer some loss of their share. The sources of
this abnormality are explored and some primitive solutions are presented.

The rest of paper is organized as follows. Section 2 describes the overview
of the IEEE 802.11 PSM and related works. Section 3 shows the experiment
results on the performance and energy effects of PSM to the station itself. In
Section 4 PSM’s effect to the neighbor station is experimented and a simple
buffering/queueing method at AP is presented to cut off the negative effect.
Finally, we conclude the paper with future researches.



Experiments on the Energy Saving and Performance Effects 43

2 Overview of the IEEE 802.11 PSM and Related Works

IEEE 802.11 was designed for mobile devices which cannot be constrained by
a power cord and usually rely on an internal battery. In the IEEE 802.11, a
station can be in one of two power modes: the active mode and power saving
(PS) mode[1]. In the active mode a station can receive frames at any time and
in power saving mode a station is mainly low-power state and receives frames
through buffering at the access point (AP).

A PSM station is synchronized to wake up periodically to listen to Beacons,
typically at every other 100msec. If a frame destined for a PSM station arrives
at the access point, the frame must be buffered. A PSM station must wakes up
and enters the active mode to listen for Beacon frames which includes the traffic
indication map (TIM). The TIM indicates the existence of buffered frames by
setting bits of corresponding stations. To retrieve buffered frames, stations use
PS-Poll frames. Fig. 1 illustrates the process.

Each PS-Poll frame is used to retrieve one buffered frame. That frame must
be positively acknowledged before it is removed from the buffer. If multiple
frames are buffered for a station, then the More Data bit is set to 1. Stations
can then issue additional PS-Poll requests to the AP until the More Data bit is
set to 0.

After transmitting the PS-Poll, a stations must remain awake until either the
polling transaction has concluded or the bit announcing buffered frame exists is
no longer set in the TIM. Once all the traffic buffered for a station is delivered
or discarded, the station can resume sleeping.

Many studies have concerned how to lower the energy consumption of mobile
devices and have focused on developing low-power communication techniques[2]
[3][4][5][6][7]. Tseng and et al. proposed three protocols, which could save power
with neighbor discovery time[2]. Hsu and et al. presented a new data rate selec-
tion protocol and an efficient transmission scheduling protocol for a single-hop
mobile ad-hoc network with some PSM stations[3]. Khacharoen proposed a PSM
mechanism for ad-hoc network[4]. They introduced a new Beacon interval struc-
ture and technique to reduce energy consumption.

Fig. 1. PSM Operation
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Recently, Zheng and et al. presented an analytic characterization of PSM,
which investigated energy consumption of PSM in independent (i.e., ad-hoc
mode) networks as a function of the traffic load and buffer size in an analytic
way[8]. It also includes some results on delay and loss rate of PSM. Our study is
different from it in that we have measured real performances in an infrastructure
network and also considered the effects of the application types.

R. Krashinsky investigated that PSM’s effect to performance (RTT) by sim-
ulation and proposed a Bounded Slowdown (BSD) protocol, which dynamically
adapts PSM sleep interval[9].

In summary, most studies on PSM have focused on extension of PSM mecha-
nism such as setting a sleep interval dynamically and with finer granularity. The
results are based on analytic or simulation models. Our study addresses real
effects of PSM as it is, and the results are based on measurements and traces
which reflect all affecting factors in the environment in an integrated way.

3 Performance and Energy Saving of PSM

3.1 Performance Effects of PSM

The experiment setup consists of two server, an access point and two mobile
stations (Fig. 2). The access point and two stations are associated with 11Mbps
data rate and a sniffer node is also applied for capturing the wireless traffic.
STA2 is doing Ping throughout experiments for traffic generation. STA1 is the
target of experiment and its sleep interval in PSM is set to 100msec. We use three
representative protocols which generate characteristic traffic for the experiments.
The results are shown as follows.

Fig. 2. Experiment Setup for the Effects of PSM

FTP. In the experiment, a file is transmitted by FTP from the SERVER1 to
the STA1 in the active mode and PS mode, respectively. Table 1 shows their
performance and the throughput decreases to 68 percents when a stations is
working on the PSM.

As expected, the throughput while a node is in the PS mode is lower than
on the active mode. But a decrease of 68 percents is beyond expectations. The
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Table 1. Throughput of FTP (file size : 100MB)

PS mode active mode (PS− active) / active

123 KB/s 384 KB/s −68 %

worse result is explained that the TCP’s congestion control is operated, which
is caused by delay at the AP, and total transmission rate is decreased. That
is, TCP throttles down data rate because it guesses the frames are lost due to
congestion.

Ping. In the experiment, we have measured response times while changing Bea-
con interval. Table 2 shows the results including the average and the maximum.
The results are calculated from 100 response times of Ping request.

Table 2. Response Time of Ping at Various Beacon Intervals

Beacon
Interval

PS mode active mode

Average (ms) Max (ms) Average (ms)

50ms 31 94 10

100 ms 59 188 10

200 ms 135 407 10

In the experiment setup, the delay from the server to the AP is small, almost
constant, and thus negligible. As Beacon interval becomes longer, the average
response time grows. The maximum response time is approximately twice Beacon
interval. When a Ping request arrives at the access point shortly after it sent
a Beacon frame with no pending frames, the destination station immediately
sleeps and later receives the Ping request at the next awake period. That is the
worst case. Assuming the response is immediate, the delay is two Beacon interval
in our experiment setup.

MPEG Stream. We have experimented with a streaming application which
uses UDP as a transport protocol. The performance of a station in PSM drops as
shown in Table 3. However, compared to the case of FTP, this results are not so
bad. The results are explained by two reasons. The one is that streaming data
do not go through any congestion control, and therefore the SERVER1 sends
data at the same rate as the active mode case. The other is the burstness of

Table 3. Throughput of MPEG Stream (file size : 80MB)

PS mode active mode (PS− active) / active

65 KB/s 73 KB/s −11 %
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streaming data caused by compression. If no data arrives for a sleeping period,
it does no harm to the throughput. If a burst of data arrives, they are buffered
and delivered for the next awake period. We will explain this later in more detail
with Fig. 5.

3.2 Energy Saving Effects at a PSM Station

It is generally believed that PSM is more energy-efficient in light traffics. Our
experiment is targeted on a heavy traffic case; a long file is transferred from a
server to a station, which generates a lot of frames continuously for a long period
time. The energy consumptions in the active mode and PSM are estimated,
respectively, and they are compared.

To figure out the amount of energy consumed for a file transfer, we should
first know how much power a NIC consumes in each state. Table 4 shows power
consumption of NIC that we used (Cisco AIR-PCM350) at 11Mbps[10].

Table 4. Power Consumption at the NIC operation

transmit state receiving state idle state sleep state

1875 mW 1300 mW 1080 mW 45 mW

The next step is to analyze how long the NIC works (or stays) in each state
while the file is transferred. We captured the trace of frame activities for the
file transfer by using a sniffer, and calculated how many frames are transmit-
ted/received and how long the NIC sleeps as shown in Table 5. The result is
somewhat pessimistically approximated for the case of PSM because the NIC
may go to the sleep state in the middle of the awake period if no more data is
notified.

With the above ratio and duration, the total energy consumed for the file
transfer could be simply calculated as a sum of energies consumed at each state.
Table 5 shows the results for each of the normal (i.e, active) mode and PSM.
They might not be precisely correct because other power factors, for example,
processing power at CPU, are not considered. However, we believe that they
are acceptable to address the question whether working in PSM is more energy-
efficient.

From the results we could conclude that PSM gives energy saving for a given
communication task. Although it takes much longer time, the NIC is mostly in
the sleep state where much less power is consumed.

4 Performance Effects of PSM to the Neighbor Stations

4.1 Performance Effects of a Station Working in PSM to the
Neighbor Station

In the section 4, we have experimented with the effects of a PSM station to other
stations working in the active mode in the same basic service set. The experiment
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Table 5. Power Consumed for A File Transfer (file size : 10MB)

transmitted
data

received
data

idle state
(ms)

sleep state
(ms)

power con-
sumption (J)

PS mode 266 7819 850 31720 21.23

active mode 533 8684 3780 0 24.67

setup is similar to Fig. 2 but since our concern in this section is the effects to the
neighbor stations the performances at STA2 are measured and compared. The
throughput of FTP is used as a performance measure. It is illustrated in Fig. 3.

Fig. 3. Experiment Setup for Measuring the Effects of PSM to A Neighbor
Station

FTP. When STA1 performs FTP in PSM, the throughput of STA2 is increased
as expected (Table 6). What a station is working in PSM is good to the neighbor
stations with respect of performance because there will be more chances to access
the shared link while the PSM station is sleeping.

Table 6. Performance Difference at A Neighbor Station While Another Station
Is Doing FTP in PSM

PS mode active mode (PS− active) / active

383 KB/s 261 KB/s +46 %

MPEG Stream. In experiments with a streaming application, we have had
contrary results. Table 7 shows that the performance of a neighbor station is
worse when a station works in the PS mode than when it works in the active
mode. This is not a result we expected.

We explored how a streaming application generates traffic. The graph of
STA1 in Fig. 4 shows a trace of a streaming traffic processed in the experiment
setup, where PSM is not applied. The throughput of a neighbor station is also
showed as STA2. MPEG stream shapes bursty transmission where no traffic
exists for some periods. The throughput of STA2 drops for a moment while



48 Do Han Kwon et al.

Table 7. Performance Difference at A Neighbor Station While Another Station
Is Doing MPEG Streaming in PSM

PS mode active mode (PS− active) / active

271 KB/s 305 KB/s −11 %

STA1 receives MPEG stream, but it is recovered while STA1 does not use the
shared link.

Fig. 5 shows the traces when STA1 works in PS mode and STA2 in active
mode. In this case, MPEG stream traffic shapes small and steady transmission.
Since the burst packets sent to STA1 are buffered, the AP performs continuous
operations to announce and to send the buffered data. FTP, eventually TCP, has
less chances to increase its transmission rate because of continuous competition
with buffered stream traffics.

Counting the number of frames processed in each interval, we have found that
the average of total data frames processed per interval is smaller with a PSM
station than without a PSM station(20.5 vs. 24.2). It means that the effective
bandwidth of a wireless link decreases if a station works in PSM. It is understood
that extra overhead for polling makes the difference.
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Fig. 4. A Trace of Traffic Processing in
the Link without PSM

Fig. 5. A Trace of Traffic Processing in
the Link with PSM

4.2 Primitive Solutions Against the Negative Effect of PSM

We believe that adopting PSM at a station is a decision for the sake of the
station but it should not have any negative effects on the neighbor stations.
However, the experiments showed that abnormality might happen depending on
traffic behaviors. In this section, we would propose two simple approaches that
can prevent or reduce the negative effects of PSM and show some experiment
results.
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Since we could not modify a commercial AP module for experiments, we
have used the hostap Linux driver[11] that supports a so called Host AP mode.
It takes care of IEEE 802.11 management functions in the host computer and
acts as an AP.

First, we have changed the size of the PS buffer, in which the AP stores frames
destined to PSM station, from 32 frames to 8 frames per station. The results are
shown in Table 8. If the PS buffer size is small, some of bulk data sent to a PSM
station will be discarded and the overhead for retrieving buffered frames in an
interval can be reduced. Hence, this approach can improve the performance of
the neighbor station. However, this solution may give unfair penalty to a PSM
station, especially when the traffic in the link is not heavy.

Table 8. Reducing the PSM Buffer at AP and Its Effect

active mode PS mode

buffer size 32 frames 32 frames 8 frames

throughput 446 KB/s 391.2 KB/s 407.2 KB/s

(PS− active) / active −12% −8.6%

The other approach is that AP insert some extra delay between receiving a
PS-Poll request and transmitting the buffered frame. This delay is not always
applied but only if the number of buffered data is above the threshold which may
indicate that handling a burst of buffered frames will happen. To do this, we
have modified the part of socket buffer queueing in the hostap driver. The basic
queueing algorithm is FIFO on the IEEE 802.11 PSM and we have modified
FIFO to insert 50msec, the half of Beacon interval, delay. Table 9 shows the
results of this approach. Compared to FIFO, the negative effect is reduced to
less than the half.

Table 9. Inserting Delay in Queueing A Polled Frame

active mode
PS mode

FIFO modified FIFO

throughput 446 KB/s 391.2 KB/s 426 KB/s

(PS− active) / active −12% −4.5%

Both approaches described above are not a complete solution but just show
some possibility. They also have some fairness problems when traffic in a link is
not heavy. A better solution would be applying weighted fair queueing (WFQ)
for the PSM buffer. It can separate traffics to a PSM station from traffics to the
neighbor stations, and thus the effects of PSM can be isolated.
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5 Conclusion and Future Works

IEEE 802.11 PSM is the most well-known technique in wireless LAN to save
energy consumption for communication but its utilization is relatively little ad-
dressed. We have concerned how much power consumption is saved when the
device works in PSM. Secondly, we have investigated the effects of performance
to the PSM station itself and to the neighbor station.

Our experiments have showed that PSM is effective in saving energy even in a
heavy and continuous traffic situation. The throughput of FTP and the response
time of Ping becomes worse in PSM than in the normal active mode, as expected.
However, it is interesting that a MPEG streaming application, which generate
burst traffics without congestion control, suffers little performance decrease in
PSM. We have also found that if a PSM station receives frames actively, its
polling overhead reduces the effective bandwidth of the link and has negative
effects to the performance of the neighbor stations.

For further studies, more experiments are required to figure out performance
characteristics of PSM; changing the sleep interval and experimenting with Web
application will be performed next. For a better solution against the negative
effects of PSM, implementing WFQ mechanism at AP will also be tested. Finally,
we believe that it would be helpful to subdivide the semantics of PS-Polling; if
“poll all frames” is defined in addition to the current “poll one frame”, it will
improve the case a PSM station is involved in a busy receiving session.
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Abstract. This paper presents and implements a high-performance net-
work monitoring platform (HPNMP) for high bandwidth network intru-
sion detection system (NIDS). The traffic load on a single machine is
heavily reduced in an operation mode of parallel cluster. An efficient
user-level messaging mechanism is implemented and a multi-rule packet
filter is built at user layer. The results of experiments indicate that HP-
NMP is capable of reducing the using rate of CPU while improving the
efficiency of data collection in NIDS so as to save much more system
resources for complex data analysis in NIDS. . . .

1 Introduction

Network intrusion detection systems (NIDS) are becoming a research hotspot
in the fields of network security. Effective intrusion detection requires signifi-
cant computational resources: widely deployed systems such as snort [1] need to
match packet headers and payloads against tens of header rules and often many
hundreds of attack signatures. This task is much more expensive than the typ-
ical header processing performed by firewalls. So performing effective intrusion
detection in high-speed network requires further improvement on performance
of data collection and data analysis in NIDS.

This paper focuses on the process of data collection in NIDS and presents
a scalable high-performance network-monitoring platform (HPNMP) for NIDS.
In HPNMP, multiple node machines operate in parallel, fed by a suitable traffic
splitter element to meet the requirement of different network bandwidth. An
efficient user-level messaging mechanism (ULMM) and a user-level packet filter
(ULPF) are presented and implemented in order to improve packet capture
performance and packet processing efficiency on a single machine.

2 Related Work

With the increasing network bandwidth in recent years, it is becoming very
important to study and solve related problems about improving data processing
performance of high-speed network intrusion detection systems.
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The traditional endpoint packet capture systems generally use Libpcap (Li-
brary of Packet Capture) [2] which is based on in-kernel TCP/IP protocol stack,
but the slow network fabrics and the presence of the OS in the critical path (e.g.
the system call, in-kernel protocol stack, interrupt handling and data copies) are
the main bottlenecks on every packet sending and receiving. Therefore, inefficient
Libpcap cannot adapt to the environment of heavy traffic network.

Libpacket [3] reduces system overhead of context switch by saving certain
numbers of packets in the allocated kernel buffer and reading multiple packets in
a single system call. In essence, the layered structure of user-kernel in Libpacket
doesn’t remove the kernel from the critical path of data transfer. The main
performance bottlenecks are still in existence.

To eliminate main performance bottlenecks during communication complete-
ly, zero-copy protocol architectures for cluster systems were presented, including
U-Net/MM [4], VIA [5] and VMMC [6]. These architectures adopt flat structure
of user-hardware, fully bypassing in-kernel protocol stack in OS and allowing
applications direct access to the network interface. The Virtual Interface Archi-
tecture (VIA) is connected oriented: each VI instance (VI) is specially connected
to another VI and thus can only send to and receive from its connected VI. The
U-Net/MM and VMMC architectures integrate a partial virtual address trans-
lation look-aside buffer into the network interface (NI) and allow network buffer
pages to be pinned and unpinned dynamically, coordinate its operation with the
operating system’s virtual memory subsystem in case of a TLB miss. This def-
initely increases the implementation complexity of network card firmware and
causes the great overhead because of frequent pinning/unpinning buffer and re-
questing pages. In addition, VMMC commonly requires customized high-speed
interconnection network and NI hardware. Whereas, the NIDS passively monitor
the TCP/IP network. So the above communication architectures are not suitable
to high-speed network intrusion detection systems.

The traditional packet filter such as BPF [7] commonly is implemented in
OS kernel. When the received packets are not interesting to the user application,
BPF will drop these packets so as to save system overhead for copying them from
kernel to application. BPF matches packets with multiple filter rules one by one
in checking packets, thus BPF’s processing efficiency is low when the number of
rules is many.

3 Architecture of HPNMP

At high-speed network monitoring spot, data processing performance of a single
machine may reach threshold so as not to meet the need of real-time intrusion
analysis. We make use of load balance technique to build a scalable parallel
network monitoring architecture, which adopts computing mode of SPMD to
extend or shrink by network traffic. The model of scalable network monitoring
platform is shown in Fig. 1, which consists of three parts: IDS load balancer
which adopts a load balance algorithm mainly based on connection round robin;
packet transfer module which uses user-level messaging mechanism; packet filter
module which is a user-level multi-rule packet filter.
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Fig. 1. Scalable network monitoring platform model

3.1 Load Balance Algorithm Based on Connection Round Robin

Since load balancer commonly needs processing a large number of network pack-
ets, it adopts a simple efficient load-balancing algorithm for data splitting. The
majority of network packets are based on TCP protocol in current heavy traffic
backbone network. For network traffic of TCP connection, an ideal load balance
algorithm should meet following requirements: 1) data is almost evenly split into
every node to ensure approximate load balance among node machines; 2) bidi-
rectional data of any TCP connection is split into single node to ensure data
independence among node machines.

Given:   N  is the number of node machines;
              m  is one-node machine number allocated recently;
              A  is one-node machine number obtained currently;
Initialize m=1;

For every packet p of TCP protocol {

   If p is the first packet of a connection (SYN packet)

           the obtained entry address                      ;

split p into node machine  A;
record four-tuple of this new connection and A in HASH table;

m=A;

   Else

look up HASH table to find entry address A;

split p into node machine A;
if p is the last packet of a connection or connection is overtime

  remove this connection record from HASH table;
}

A=m mod N+1

Fig. 2. Network traffic load balance algorithm based on connection round robin
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For the TCP protocol, a four-tuple with the form of <source IP, destination
IP, source port, destination port> uniquely defines a connection. The connection
round robin scheduling algorithm is described in Fig. 2.

For other protocol type (e.g. ICMP, UDP), the entry address may be com-
puted by simple and direct hashing of two-tuple <source IP, destination IP>.
The formula is as follows:

destination node number = (source IP ⊕ destination IP )modN (1)

3.2 Efficient User-Level Messaging Mechanism-ULMM

For improving packet-processing performance of one-node machine and reduc-
ing cost of hardware resource, a zero-copy based user-level messaging mecha-
nism (ULMM) for intrusion detection is presented. In ULMM, the OS kernel is
removed from the critical path of data communication, thus messages can be
transferred directly to and from user-space applications by the network interface
without any intermediate steps.

ULMM eliminates the system overhead of dynamic allocating/releasing buffer
and pinning/unpinning buffer by allocating a continuous static user-space buffer
and pinning corresponding physical memory pages. Caching the whole virtual-to-
physical address table removes the overhead from address translation operation
of the operating system’s virtual memory subsystem in case of partial virtual-
to-physical address table miss in U-Net/MM.
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Old NIC Driver
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Intrusion Detection Application
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Network Interface Card(NIC)
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(a) Message Transfer Model in Traditional NIDS (b) Message Transfer Model in ULMM

Fig. 3. Comparison of two message transfer models

Message transfer model of ULMM is compared with that in traditional NIDS,
which is shown in Fig. 3. Fig. 3 (a) shows that Libpcap includes four gray
modules: Libpcap API, Raw Socket, Kernel Protocol and Old NIC Driver. Fig. 3
(b) clearly shows the architecture of ULMM in three gray modules: Kernel Agent
(K-Agent), New NIC Driver, and User-Level Network Interface (ULNI). The
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block arrows describe the data flow, while the line arrows describe the control
flow. The module of ULNI provides the API library for the application. Kernel
Agent and New NIC Driver do all the real work to copy the data from NIC
memory to user process’s memory. Specifically, Kernel Agent obtains the physical
addresses of the application’s memory range and then creates the buffer ring.
This buffer ring holds all the packets copied from NIC waiting to be filtered by
the packet filter in Sect. 3.3. And the New NIC Driver asks Kernel Agent for the
physical address table of this buffer ring which is used by asynchronous DMA
of NIC and initiates DMA to transfer packets between the application’s buffer
and the on-chip memory of NIC. In comparison with the traditional message
transfer model in traditional NIDS, ULMM greatly improves the packet capture
performance, which makes packet capture more practical in high-speed network.

Translation Mechanism for Virtual Address in User Space. ULMM di-
rectly transfers packets between the application’s buffer and the on-chip memory
of NIC by asynchronous DMA. Since the DMA facility only accesses the physical
memory address, whereas application uses virtual address, one main difficulty
in designing ULMM is translation between virtual address of user buffer and
physical address accessed by DMA.

In ULMM, The user application statically allocates a continuous user-space
memory as message buffer and coordinates with K-Agent to inform it about
the starting virtual address and size of user buffer through API library pro-
vided by ULNI. Linux kernel currently uses a three level page table. K-Agent
completes translation from virtual address to physical address and pins phys-
ical pages by using related kernel functions. The translated physical addresses
are cached in kernel space in the form of the virtual-to-physical address table
(PhyAddressTable) and PhyAddressTable covers all physical addresses of user
buffer blocks accessed by network interface.

Message Buffer Management Mechanism Supporting Multi-thread.
ULMM saves packets in a big buffer statically allocated in user space. The whole
user buffer is divided into sending buffer and receiving buffer that are separately
used during packet sending and receiving, which makes ULMM support full
duplex communication mode and avoid mutex lock operation.

Every user buffer is also divided into many buffer blocks with size of 2KB,
each of which is for saving a network packet. For supporting application’s multi-
thread access to message buffer without data copies on SMP machine, K-Agent
allocates four buffer rings in kernel space to manage the user buffer: sending
busy ring (SendQ), receiving busy ring (RecvQ), sending free ring (SFreeQ) and
receiving free ring (RFreeQ), each of which includes descriptor items for every
buffer block. Each item structure consists of two fields <index, size>: 1. Index
corresponds to block number; 2. Size corresponds to size of packet in data block.
ULMM maps four kernel rings into user space by calling mmap function provided
by memory mapping mechanism in Linux, so as to make user process and kernel
module share buffer management rings.
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Efficient Packet Sending and Receiving Process. Message transfer process
in ULMM is shown in Fig. 4. Packet receiving process is 1 → 2 → 3 → 4 → 5 →
6, detailed description of which is as follows: When a new packet arrives, New
NIC Driver gets item of a free data block from the head of RFreeQ ring and
acquires pinned physical address of this free data block from physical address
table (PhyAddressTable) according to block number (index) of the item, and
then initializes asynchronous DMA to transfer packets. When DMA transfer is
finished, an interrupt is generated. New NIC Driver puts the item of the data
block just filled with packet at the tail of RecvQ ring in interrupt handler. When
the application needs to process packets, application gets the item of a data block
from the head of RecvQ ring and reads the packet in this buffer block accordingly.
After application processes the packet, it puts item of the just used data block
at the tail of RFreeQ ring. Reading or writing buffer ring is in blocking mode.
In like manner, packet sending process is (1) → (2) → (3) → (4) → (5) → (6) in
turn.
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3.3 Multi-rule Packet Filter Mechanism at the User Layer

The packet filter is a subsystem to reduce the volume of data to be analyzed by
the security analysis module by removing non-interesting network packets, and at
the same time protects the NIDS itself from hostile attacks such as DOS/DDOS.
Based on ULMM, a multi-rule user-level packet filter (ULPF) is built. Different
from the traditional packet filter such as BPF, ULPF has to be implemented at
user layer to work with the zero-copy ULMM in Sect. 3.2.

ULPF uses a rule description language like that in [8] to define fields to
be checked in the packet headers and the action followed once the packet sat-
isfies a precondition. A precondition is composed of equations and logical op-
erators. The filtering rules are the form of ”packet | precondition → action”.
For example, a rule is defined as follows: packet (p) | (p.e type = ETHER IP)
&& (p.protocol != IP TCP) && (p.protocol !=IP UDP) && (p.protocol !=
IP ICMP) && (p.protocol != IP IGMP) → drop, means that Ethernet packet
will be dropped if its protocol type of IP layer is unknown.

In practice, the packet filter often uses a large number of filter rules. To
satisfy the requirements of both the performance and multi-rule filter, we build
the multi-rule packet filter model in ULPF as a DFA (Deterministic Finite Au-
tomata). At first, all the filter rules are preprocessed and a DFA is built from all
the equations, and then the header fields of the analyzed packet are scanned from
the left to the right and go through the DFA. During the scanning, the unrelated
fields are skipped as an idea of adaptive pattern matching presented in [9], which
speeds up the packet filter. The Algorithm for automaton construction of ULPF
is shown in Fig. 5. Function Build() is recursive and the entire automata can be
established by invoking Build(root), where the root is associated with an empty
matching set and a full candidate set containing all of the specified rules.

4 Experiments and Analysis

The following experiments evaluate ULMM, ULPF and HPNMP. The testing
machines in the experiments have the same configuration: dual 1GHz PIII CPU,
2G main memory, Intel 1000Mbps Ethernet NIC and 18G SCSI hard disk.

1. Two machines are connected with each other by Ethernet in the same local
domain. One is special for packet sending (configuration: Router Tester GbE/4
1000Base); the other is special for packet capture.

We test peak throughputs of Libpcap, Libpacket, Old NIC Driver and ULMM
on different packet size and the results are shown in Fig. 6. It is for analyzing
performance of ULMM to test the throughput of Old NIC Driver. Peak through-
put of ULMM increases with packet size and reaches its threshold at the point
of about 1500B because of zero-copy technique that eliminates the memory copy
between the kernel and the user applications, which shows that ULMM is a high-
performance packet capture library. Peak bandwidth of Libpcap does not vary
too much with packet size and reaches peak value of 196.38Mbps at the point of
about 512B, this is the result of traditional kernel protocol used by Libpcap. For
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void Build (struct node v) {/*v is a node in automaton, extra information are attached
to each node: p is the field offset to be inspected, m is the set of

                        already matched rules and c is the set of candidate rules*/
   If (v.c is empty)
     return;                 /*if no candidate rule, terminate the procedure*/
   v.p=select(v.c);     /*select the field offset to inspect in the node v */
   buildbranch (v.p); /*create all the possible branches of node v, each branch
                                    has a edge to it from v, with corresponding value*/
   for (each rule r in v.c){
      if (r has test relevant to v.p) {
        if (test for equality) {
           if (r can be matched after this test)
             add r into matched rule set of the branch with corresponding value;
           else
             add r into candidate rule set of the branch with corresponding value;
        }
        if (test for inequality) {
           if (r can be matched after this test)
             add r into matched rule set of the branch with corresponding value;
           else
             add r into candidate rule set of all the branches except the branch
             with corresponding value;
        }
      }
      else
        add r into candidate rule set of all branches;
   }
   for (each branch v')
      Build (v');      /*recursively call Build for v'*/
}

Fig. 5. Algorithm for automaton construction of ULPF

Fig. 6. Peak throughput of Libp-
cap, Libpacket, Old NIC Driver and
ULMM with different packet size

Fig. 7. Average CPU idle rates
of LibpcapLibpacket and ULMM
with different packet size at peak
throughput
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each different packet size, the throughput of ULMM is much greater than that
of Libpcap or Libpacket. Fig. 6 also indicates that there is a crossover between
the curves of ULMM and Old NIC Driver, this is because Old NIC Driver uses
limited kernel buffer allocated/released dynamically to cache packets, ULMM
employs a big static buffer in user space for saving packets so as to eliminate
the overhead of frequent allocating/releasing buffer, whereas the overhead of al-
locating/releasing kernel buffer for Old NIC Driver declines with the gradual
increment of the packet size.

Fig. 8. Time of packet filtering with different number of filter rules

Fig. 7 shows the results of the average CPU idle rates of Libpcap, Libpacket
and ULMM with different packet size at peak throughput. The CPU idle rate
of ULMM increases with packet size because the system overheads of interrupt
handling and DMA initialization declines continually. The CPU idle rate of Libp-
cap reaches the lowest value at the point of 256B, this is the result of tradeoff
between the overhead of hard interrupt handling and that of data copy. For each
different packet size, the average CPU idle rate of ULMM is much greater than
that of Libpcap or Libpacket, which indicates that the NIDS with ULMM will
save more CPU cycles for intrusion analysis.

2. We capture packets from actual network environment with Tcpdump tool
and save them in test.tcpdump file. We test packet-filtering time of ULPF and
BPF with different number of filter rules on test.tcpdump and the results are
shown in Fig. 8. The processing time of BPF gradually increases with the in-
crement of the number of filter rules, because BPF checks rules one by one for
every packet. Processing time of ULPF is nearly invariant with the number of
rules. For different number of filter rules, processing efficiency of ULPF is much
greater than that of BPF.

3. To validate the scalability of HPNMP, we test the relation between the
number of node machines and the connecting network bandwidth. The results
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are shown in Table 1. The traffic load of each node machine is nearly even in
every group of experiment.

Table 1. The results of experiments on HPNMP

The number of node machines 2 6 8 16

Network bandwidth (Mbps) 612 1716 2192 4656

5 Conclusion and Future Work

To meet the need of real intrusion analysis in high traffic network, this paper
designs and implements a scalable high-performance network-monitoring plat-
form (HPNMP) for intrusion detection. The application in actual environment
indicates that HPNMP is very practical. Future work includes how to improve
the efficiency of data analysis algorithm in NIDS.
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Abstract. Network Forensics is an important extension to the model of
network security where emphasis is traditionally put on prevention and
to a lesser extent on detection. It focuses on the capture, recording, and
analysis of network packets and events for investigative purposes. It is a
young field for which very limited resources are available. In this paper,
we briefly survey the state of the art in network forensics and report our
experience with building and testing a network forensics system.

1 Introduction

Most organizations fight computer attacks using a mixture of various technolo-
gies such as firewalls and intrusion detection systems [1]. Conceptually, those
technologies address security from three perspectives; namely prevention, detec-
tion, and reaction. We, however, believe that a very important piece is missing
from this model. Specifically, current technologies lack any investigative features.
In the event of attacks, it is extremely hard to tie the ends and come up with a
thorough analysis of how the attack happened and what the steps were. Serious
attackers are skillful at covering their tracks. Firewall logs and intrusion detec-
tion alerts are unlikely to be adequate for a serious investigation. We believe
the solution is in the realm of Network Forensics [2]; a dedicated investigation
technology that allows for the capture, recording and analysis of network pack-
ets and events for investigative purposes. It is the network equivalent of a video
camera in a local convenience store.

In this paper, we report our experience with designing, implementing and
deploying a network forensics system. First, we review the topic of network
forensics in section 2. In section 3, we review some related work. In section
4, a network forensics system will be proposed. In section 5, we will discuss
our implementation of the proposed architecture and some interesting results.
Finally, we conclude and discuss our future work in section 6.

2 Network Forensics

In 1997, security expert Marcus Ranum coined the term network forensics [2].
He also introduced a network forensic system called Network Flight Recorder [3].
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Marcus, however, did not provide a definition for the new term. Therefore, we
adopt the following one from [4]:

Network forensics is the capture, recording, and analysis of network
packets and events for investigative purposes.

When designing such a system, there are several challenges which include:

1. Data Capture:
(a) Where should the data be captured?
(b) How much data should be captured?
(c) How do we insure the integrity of the collected data?

2. Detection Efficiency: The system should detect attacks efficiently in order to
trigger the forensics process. Therefore, it should accommodate for different
detection approaches.

3. Data Analysis: After collecting the data, the system has to correlate them
in order to reconstruct an attacker’s actions.

4. Attacker Profiling: The system has to maintain information about the at-
tacker himself. For instance, it can identify the attacker’s operating system
through passive OS fingerprinting.

5. Privacy: Depending on the application domain, privacy issues can be a major
concern.

6. Data as Legal Evidences: For the collected data to qualify as evidences in a
court of law, they have to be correctly collected and preserved in order to
pass admissibility tests [5, 6].

3 Related Work

Unlike the traditional computer forensics field, network forensics emerged in re-
sponse to network hacking activities [7]. Typically, it is conducted by experienced
system administrators rather than by law enforcement agencies [8].

The current practice in investigating such incidents is generally a manual
brute-force approach. Typically, an investigation proceeds by examining various
types of logs which are located in a number of places. For instance, a unix
network is usually equipped with a dedicated auditing facility, such as Syslogd.
Also, applications like web servers and network devices like routers, maintain
their own logs. Various tools and homemade scripts are typically used to process
these logs.

Brute force investigation, however, is a time consuming and error-prone pro-
cess. It can also be challenging because the mentioned logs are usually scattered
everywhere over the network. Also, these logs are not meant for thorough investi-
gation. They may lack enough details or contrarily have lots of unrelated details.
They also come in different incompatible formats and levels of abstractions.

On the high-end, there are commercial tools known as network forensic anal-
ysis tools which can be used for investigations in addition to varieties of tasks like
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network performance analysis [3, 9]. Generally, these tools are combined hard-
ware/software solutions which continuously record network traffic. They also
provide convenient GUI front-ends to analyse the recorded data.

The main problem with these commercial tools is dealing with encrypted traf-
fic. Currently, the general approach is to install modified (trojaned) encrypted
services like ssh. So if an attacker uses these services, his sessions can be de-
crypted. This, however, can be defeated, if the attacker installs his own encrypted
service.

4 A Network Forensics System

In this section, we propose an architecture of a network forensics system that
records data at the host-level and network-level. It also manages to circumvent
encryption if an attacker chooses to use it. At first, we will provide an overview
of the system, then discuss its main components in more details. Implementation
and results will be postponed to the next section.

4.1 System Overview

In a typical network with multiple hosts, the proposed system consists of three
main modules which are arranged as shown in Fig. 1.
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Fig. 1. The overall architecture of the system

The modules are

1. a marking module; a network-based module for identifying and marking sus-
picious packets as they enter the network,

2. capture modules; host-based modules which are installed in all the hosts in
order to gather marked packets and post them to a logging facility, and
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3. a logging module; a network-based logging facility for archiving data.

Together, these modules form a kind of closed circuit. An incoming packet
first passes through the marking module which marks “suspicious” packets. Sub-
sequently, when a host receives a marked packet, it posts the packet to the logging
module. Each module will now be explained in further details.

4.2 Marking Module

This module is the entry point to our system. It is in charge of deciding whether
a passing-by packet should be considered friendly or malicious. Then, it marks
the packet accordingly. In nutshell, this module relies on a group of sensors to
maintain a list of suspicious IP addresses. Then, it marks a passing-by packet if
it’s source IP address is in the list.
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Fig. 2. The marking module

Figure 2 depicts the architecture of this module, which consists of the fol-
lowing three components:

1. Sensors : One or more sensor(s) to report suspicious IP addresses to a watch
list (wlist). It is important to note that a sensor is not limited to a network-
based IDS. It can be any process that can report suspicious IP addresses.
This is essential to increase the system’s detection efficiency.

2. A Watch List (wlist): A list of suspicious IP addresses. We will explain it in
more details shortly.

3. A Marker : A process to mark packets. Before sending a packet to its way,
it queries the watch list to check whether the packet’s source IP address is
in the list. It accordingly modifies the type of service field (TOS) in the IP
header.
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The watch list (wlist) is basically a data structure which maintains a list
of the current system’s offenders. One may think of it as a cache memory of
suspicious IP addresses. Each row corresponds to a unique IP address that has
been reported by at least one of the sensors. For every suspicious IP address,
the list also maintains the following information:

1. priority: A measure which indicates the current offence level of the corre-
sponding IP address. Three levels are defined; namely HIGH, MEDIUM and
LOW. A sensor must be able to classify an attack into one of these three
levels. When different priorities are reported for a given IP address, the list
only keeps the highest.

2. count : A counter which is incremented every time the corresponding IP
address is reported.

3. timer : A count-down timer which is automatically decremented every second.
If it reaches zero, the corresponding row is removed from the list. This field
is set to a certain value when an IP address is first added to the list. It is also
reset to that value every time the IP address is reported. One may think of
this field as a sliding time window. If an IP address was not seen for a long
time (say 1 week), we may remove it from the list.

4. lock : This field is to synchronize accesses. It is needed because the list is
asynchronically accessed by a number of processes.

To interact with wlist, two methods are provided:

1. wlist add(ip, priority): A method to add an attacker’s IP address to the list.

2. wlist query(ip): A method which returns the priority of a given IP address.

Finally, since the list is limited in size, one may wonder what happens if the
list becomes full and a newcomer needs to be accommodated. Obviously, we need
to decide which row should be replaced. Specifically, we should replace the least
important row. A row with a low timer value indicates that the corresponding
IP address was not seen for a long time. On the other hand, a high count value
suggests that the corresponding IP address is suspicious. Thus, finding the least
important row is a function of the three fields; namely priority, count and timer.
Formally, let the priority, count, and timer be pi, ci and ti respectively for a
given row i. Then, the least important row (l) is

l = f(pi, ci, ti)

The exact definition of this function is implementation specific. We will show an
example definition when we discuss our implementation.

4.3 Capture Module

The second major component in our architecture is a collection of lightweight
capture modules, which reside silently in the hosts waiting for marked pack-
ets. They, then, arrange to reliably transport them to the logging module for
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safe archival. This transportation is necessary because we cannot store the data
locally. Once a system has been compromised, it cannot be trusted.

Installing capture modules in hosts is essential for two reasons. First, there
is no guarantee that a suspicious packet will actually compromise or damage
a host. In fact, the packet may be directed to a nonexistent service or even a
nonexistent host. Installing capture modules in the hosts insures logging only
relevant packets.

The second and more important reason is the fact that attackers increasingly
use encryption to hide their activities. As a result, sniffing their traffic or trying
to break-it is either useless or impractical. We may choose to install trojaned
encrypted services; say ssh. However, careful attackers usually avoid these ser-
vices and use their own encrypted channels. Therefore, only at the host, we can
circumvent encryption and fully record an attacker’s actions. This can be done
by intercepting certain system calls [10].

4.4 Logging Module

The logging module is our system’s repository where attack data are being
stored. Ideally, one would turn to this module for reliable answers and docu-
mentation about any attack.
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Fig. 3. The logging module

Figure 3 shows the architecture of a network-based logging module. We pro-
pose to use the following three loggers:

1. Hosts Logger: This logger is responsible for storing data sent by the cap-
ture modules. It is expected to log detailed data pertaining to real attacks.
Therefore, storage requirements should be low.

2. Sensors Logger: This logger stores the sensors’ alerts. Although, a typical
alert is only a one-line text message, it provides a quick diagnosis about an
attack. This logger is also expected to require low storage requirement.
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3. Raw Logger: This is an optional logger which provides a last resort solution
when other loggers fail. It archives raw packets straight off the line. In busy
networks, however, this logger is expected to require an excessive amount of
storage.

The last part in this module’s architecture is a layer that should provide a
common user interface to access these loggers.

5 Implementation and Results

5.1 Implementation

To test our approach, we built a prototype of the proposed architecture using
two PCs; a host and a bridge configured as shown in Fig. 1. The host is a PC with
a 400MHz Pentium II processor, 132MB RAM and 6GB hard drive. To allow
break-in, we installed a relatively old Linux distribution; namely RedHat 7.1
Also, we enabled a vulnerable service; namely FTP (wu-ftpd 2.6.1-16). We also
installed a capture module called sebek [10] from the Honeynet project [11]. It
is a kernel-based data capture tool which circumvent encryption by intercepting
the read system call.

The bridge is a PC with a 1.7GHz Celeron processor, 512MB RAM, 40GB
hard drive and 2 NICs. We installed a custom Linux operating system and a
collection of tools and homemade programs which reflect the proposed architec-
ture. Figure 4 shows the internal architecture of this bridge. It hosts both the
marking and logging modules.
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Fig. 4. The Bridge Internal

The marking module follows the architecture described earlier. Only one
sensor was used; namely SNORT [12]. Both the watch list (wlist) and the marker
were implemented in C language. When wlist becomes full, we used the following
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function: l = min({ti | ti is the timer value of the ith row in wlist }) where min
is the minimum function.

The logging module also follows the proposed architecture. It consists of three
loggers and MySQL [13] as a backbone database. The first logger records packets
captured by the host. Since sebek was used to capture packets there, we used its
corresponding server-side tools. The second logger is for the sensor; i.e. SNORT.
We used SNORT’s barnyard tool to log alerts in MYSQL and ACID Lab [14]
for analysis. Finally, we chose tcpdump [15] as a raw logger just in case we miss
something.

5.2 Results

The prototype was connected to the Internet for 12 days from March 17th until
March 28th of 2004. Its IP address was not advertised. It was, however, given
to members of our research lab who were interested in participating in the ex-
periment. During the experiment, the host was compromised three times using
a known FTP exploit.

General Statistics: Once the prototype was connected to the Internet, the host
started receiving traffic. Table 1 lists the number of received packets grouped by
protocol type.

Table 1. Number of friendly and
strange packets directed to the host

friendly strange
packets packets

tcp 70130 133216

udp 8928 9581

icmp 5150 6986

total 84208 149783

36% 64%

Table 2. Storage requirement for
each logger

count size

SNORT 3482 alerts 111KB

sebek 336132 packets 38MB

tcpdump 734500 packets 69MB

The first column lists the number of friendly packets; i.e. packets generated by
participating members of our research lab. The second column lists the number
of strange packets; i.e. packets coming from uninvited strangers. Overall, 64%
of the traffic was not friendly. The table also shows that TCP is more frequent
than other protocols. For the strangers’ traffic, TCP packets are about 10 times
(20 times) more than UDP (ICMP).

Table 2 sorts the storage requirement for the three used loggers in ascending
order. SNORT requires the least amount, while tcpdump requires the most.
Although, sebek is a powerful tool in honeypot settings, it actually did not fit
our need. It captures far more data than we need. In the future, we are planning
on developing our own capture module.
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A Detailed Attack: We now discuss an attack by some stranger who success-
fully compromised the host and installed a rootkit. Overall, he generated about
1100 packets and caused a 158 SNORT alerts: 2 high priority, 154 medium pri-
ority and 2 low priority. Using the collected data, we were able to reconstruct
his attack. Figure 5 shows a time-line diagram of his attack’s steps.

Timeline of FTP Attack by 211.42.48.148

03:07:03 03:07:06

......

scan and found the 
vulnerable ftp server

19:48:44 19:49:03

return and run the
wu-ftpd exploit

attacker gained root
shell

23:30:04 23:31:20

download and install
rootkit

attacker left the 
system

23:33:38

....

(03/25/2004)

Fig. 5. Time Analysis of one of the attacks on our ftp server

At first, he scanned and found the vulnerable ftp server. After about 16 hours,
he returned back with an effective exploit. He run the exploit and immediately
gained a root shell. He then left the connection open for about 4 hours. When
returned, he typed a number of commands and then exited. The following is a
recreation of those commands.

[23:28:52] w

[23:29:54] wget

[23:30:04] wget 65.113.119.148/l1tere/l1tere.tgz

[23:30:19] ls

[23:30:24] tar xzvf l1tere.tgz

[23:31:20] ./setup

Those commands discloses the attacker’s steps to downloading and installing
a rootkit. Further analysis of this rootkit revealed the following main impacts:

1. creates directories and files under /lib/security/www/.
2. removes other known rootkits.
3. replace some binaries with trojaned ones; many to mention!
4. installed a sniffer and a fake SSHD backdoor.
5. disable the anonymous vulnerable ftp server.
6. send an email to l1tere@yahoo.com with detailed information about the

host.
7. cleans up and delete downloaded files.
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Assessing the Results: Assessing the results is informal at this stage. We,
however, can safely argue that we were able to detect and reconstruct all the
compromises of the host. The proof pertains to using sebek at the host which was
setup not to be accessed remotely. In particular, sebek can capture keystrokes.
Therefore, seeing any keystrokes means a compromise. Also, SNORT (our sen-
sor) is aware of the relatively old vulnerable ftp service. This gave us another
indication of an ongoing attack.

6 Concluding Remarks

A network forensics system can prove to be a valuable investigative tool to cope
with computer attacks. In this paper, we explored the topic of network forensics
and proposed an architecture of network forensics system. We then discussed our
implementation and obtained results. The proposed system manages to collect
attack data at hosts and network. It is also capable of circumventing encryption
if used by a hacker.

In the future, we plan to extend our system architecture with a fourth module
named it expert module. The expert module, to be implemented as an expert
system, will analyze the logged data, assess and reconstruct key steps of attacks.
There are several facts that can be used to systematically characterize ongoing
attacks and thereby may serve to construct the knowledge base of such expert
system. For instance, the fact that some keystrokes are detected while only
remote access is possible not only shows that a target has been compromised,
but can also be used to partially reconstruct the attack.
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Abstract. The intrusion detection system (IDS) is used as one of the
solutions against the Internet attack. However the IDS reports extremely
many alerts as compared with the number of the real attack. Thus the
operator suffers from burden tasks that analyze floods of alerts and iden-
tify the root cause of them. The attribute oriented induction (AOI) is a
kind of clustering method. By generalizing the attributes of raw alerts,
it creates several clusters that include a set of alerts having similar or
the same cause. However, if the attributes are excessively abstracted,
the administrator does not identify the root cause of the alert. In this
paper, we describe about the over generalization problem because of the
unbalanced generalization hierarchy. We also discuss the solution of the
problem and propose an algorithm to solve the problem.

1 Introduction

Recently various attacks using system vulnerabilities are considered as a serious
threat to the network. To control those threats properly, most network adminis-
trators employ several information security systems such as intrusion detection
system (IDS), firewall, VPN, and network scanner. These systems monitor the
network status. In the abnormal situation, those systems generate an alert. Pe-
riodically or continuously the administrator analyzes those alerts, and he/she
looks for the cause of them. According to the cause, he/she responds against the
threat in order to remove it. However, it is difficult and burden work since there
are extremely many alerts on a small networks.

In the severe situation, identifying the root cause is one of the important tasks
to prevent the system securely. If the administrator knows the correct cause of
the problem, he/she responds against it timely. Otherwise, he/she tries several
solutions with some misunderstood causes to prohibit the abnormal behavior.
During performing these wrong trials, the network and the system are exposed
to the threat. However, there is no effective way to identify the unique cause of
the attack. Moreover, the IDS reports extremely many alerts as compared with
the number of the real attack [1], [2].
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To solve these problems, there are some researches on the efficient alerts
handling method such as aggregation and correlation [3]. The attribute oriented
induction (AOI) method is a kind of the aggregation method [4]. The cluster-
ing is an aggregation method. It makes several clusters that contains similar or
the same alerts. Since it uses all the alert attributes as the criteria, it properly
identifies and removes the most predominant root causes. However, it has over-
generalization problem that confuses the administrator by generalizing the at-
tributes value excessively. Although there is an attempt to solve it by K. Julisch,
it still has the problem because of the unbalanced generalization hierarchy [5],
[6].

In this paper, we discuss about the solution that reduces or removes over-
generalization, and then propose an algorithm based on the AOI. It reduces the
over generalization problem of the existing AOI algorithm effectively. Therefore
the administrator identifies the root causes of the alert more easily.

This paper is organized as follows. We describe the AOI and its over gener-
alization problem in section 2. In section 3, we discuss some possible solutions.
In section 4, we describe proposed algorithm in detail. This is followed by the
experimental results of the proposed method in section 5. Section 6 concludes.

2 Analysis on the Previous Works

Attribute Oriented Induction is operated on relational database tables and re-
peatedly replaces attribute values by more generalized values. The more general-
ized values are taken from user defined generalization hierarchy [4]. By the gen-
eralization, previous distinct alerts become identical, and then it can be merged
into single one. In this way, huge relational tables can be condensed into short
and highly comprehensible summary tables.

However the classic AOI algorithm has over-generalization problem that is
important detail can be lost. K. Julisch modified classic AOI algorithm to prevent
this problem. It abandons the generalization threshold di. Instead, it searches
alerts a ∈ T that have a count bigger than min size (i.e. a[count] > min size)
where min size ∈ N is a user defined constant.

Fig. 1 represents an example generalization hierarchy and alert table hav-
ing the attributes Src-IP and Dest-IP. Table 1 shows the comparision between
clustering results of both algorithms, the classic AOI algorithm and K. Julischs
algorithm using the example alerts in Fig. 1. For the classic AOI, the threshold
di is set to 2, and for the K. Julisch’s algorithm, the min size is set to 10. While
the Src-IP of first record is represented with ANY-IP in the result of the classic
AOI, it is represented with ip3 in the result of the K. Julisch’s algorithm. The
latter is more specific and informative.

Though K. Julisch’s algorithm improves over-generalization of classic AOI,
it does not properly handle the problem owing to the configuration of general-
ization hierarchy. For example, for the node MyCompanyIPs in the Fig. 1-(b),
the depths of sub trees are not equal. The depth of its left sub tree DMZ3 is
3 In this paper, when we refer a tree, we will use the name of its root node.
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Fig. 1. A schematic of existing system

Table 1. Clustering result from classic AOI

Algorithm Src-IP Dest-IP Count

Classic AOI algorithm ANY-IP ExternalIPs 26
ExternalIPs ANY-IP 26

K. Julisch’s algorithm ip3 ExternalIPs 26
ExternalIPs ANY-IP 26

2 and another two (ip3 and ip4) are 1. These nodes are denoted by unbalanced
node. The unbalanced generalization hierarchy is a tree that has more than one
unbalanced node.

In the result of K. Julisch’s algorithm, the Dest-IP of the second record
is represented with ANY-IP. However, it is more reasonable and meaningful
that Dest-ip is represented with MyCompanyIPs. If Dest-IP is abstracted to
ANY-IP, system administrator can’t identify whether target of attack is home
network or external network. It is another over-generalization problem, caused
by the unbalanced node, MyCompanyIPs.

3 Considerations for the Solution

To solve the problem, we considers constructing well-formed generalization hi-
erarchy and modifying the algorithm. The former is to construct the balanced
generalization hierarchy and the latter is to modify the generalization process of
the algorithm.

In the balanced hierarchy, all sub trees of a node in the hierarchy, except the
root, should have the same depth. If the hierarchy is balanced, the nodes at the
same level are abstracted simultaneously at a generalization step. Therefore, we
can prevent over-generalization problem caused by the unbalancednode.

However, for more meaningful generalization hierarchy, the system admin-
istrator constructs his/her own generalization hierarchy according to his/her
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background knowledge about the related application domain. For example, for
the generalization hierarchy of the IP address, the administrator should deliber-
ate the status of the target network such as network topologies, variation of the
network traffic, and providing services. For the continuous information such as
time, he/she should decide the interesting interval (such as afternoon, Tuesday,
a week, and so on) based on the significant alert and situation. As the most of
the information engineering has no clear way to do this, so does the construc-
tion of informative generalization hierarchy. Moreover, it is inappropriate that
the administrator changes the physical environment such as network topology
to construct balanced generalization hierarchy.

If the administrator does not build a balanced hierarchy because of the phys-
ical environment, virtual dummy node can be employed. The virtual node is
inserted into the unbalanced hierarchy between the unbalanced node and its sub
tree in order to construct balanced generalization hierarchy. However, the use of
the virtual nodes causes unnecessary overheads. As the number of nodes in a hi-
erarchy is increased, the number of database update is also increased. When the
amount of data is small enough, this could not be a serious problem. However,
it could be a big problem where data size is numerous. In our experiments, if
the data size is up to 50,000, the computing time was increased by 4% for each
new virtual node.

In this paper, we modify the algorithm that works effectively as if the al-
gorithm performs the generalization on the balanced hierarchy. The modified
algorithm is able to efficiently prevent over-generalization without extra over-
heads. We explain the algorithm in the next section.

4 Proposed Algorithm

Fig. 2 shows the proposed algorithm to prevent over-generalization. To handle
the unbalanced generalization hierarchy, we added a new attribute hold count in
generalization hierarchy. This value means the remaining count of the general-
ization until all the lower level nodes of the current node are generalized to the
current node. If the levels of sub trees are the same or the number of sub tree
is less than one, the hold count is initialized to zero. Otherwise, it is initialized
to maximum value among the differences between the level of current node and
the level of leaf nodes belonged to its sub tree. For example, in the Fig. 1-(b),
since the level of the sub-trees for the ExternalIPs are equal, the hold count is
set to 0. For the MyCompanyIPs, on the other hand, levels of its sub-tree are
not equal, thus the hold count is set to 2, which is the difference between level
of MyCompanyIPs and ip1.

The algorithm starts with the alert logs L and repeatedly generalize the alerts
in L. Generalizing alerts is done by choosing an attribute Ai of the alert and
replacing the attribute values of all alerts in by their parents in generalization
hierarchy of Hi. At this point, the hold count of a node k in Hi which is matched
with attribute value a[Ai] is must be zero. This process continues until an alert
has been found to which at leastmin size of the original alerts can be generalize.
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Fig. 2. Modified alert clustering algorithm

The algorithm considers the hold count during the generalization step and it
is decreased by one where it is bigger than zero at each generalization step (line
6 ∼ 12 in the Fig. 2). When a node is to be generalized in the hierarchy, it first
needs to check the hold count of the node. If the hold count of the node is not
zero, then it implies that there are several records that should be generalized to
the node. Therefore, it waits until no such nodes left. In other words, it should
wait until the generalization level of all sub trees is to the current node.

Table 2. Clustering result from the proposed algorithm

Src-IP Dest-IP Count

ip3 ExternalIPs 26
ExternalIPs MyCompanyIPs 26

For example, in the Fig. 1-(b), ip1 and ip2 is generalized to DMZ and
ip3 and ip4 is generalized to MyCompanyIPs at the first generalizations. At
the second generalization, there exist several records that are not generalized
to MyCompanyIPs in the alert table though they belong to the sub tree of
MyCompanyIPs. Thus, the records having MyCompanyIPs are waiting until



An Alert Reasoning Method for Intrusion Detection System 77

DMZ is generalized to MyCompanyIPs. Table 2 shows the result of the clus-
tering using the proposed algorithm with the data in Fig. 1. In the result, the
Dest-IP of the second record is represented with the MyCompanyIPs.

5 Experimental Results

For the experiment, we constructed simulation network logically as shown in
the Fig. 3-(a). FireWall has two IP addresses that are ip1 and ip2. The ip3
represents an application server such as HTTP, FTP and SMTP. The ip4 is a
network intrusion detection system. We regard other IP addresses (ip5, ip6, . . .)
as the Internet.

Fig. 3. Network and generalization hierarchies of the simulation

Snort was used as a network sensor [7]. The set of alerts generated by the
sensor are logged into mySQL database. For a day, we randomly generated at-
tacks against the simulation network using attack generation tool, Snot [8]. We
clustered 15,670 alerts that are gathered for a day using Snort.

In the experiment, we used five attributes of DMZ alerts for the clustering:
alert type, source IP, destination IP, source port, and destination port. Based
on those attributes, the program created an initial set of the alerts from the
raw alert generated by the sensors. For the attribute generalization, we used the
generalization hierarchy as shown in Fig. 3-(b) for IP addresses and in Fig. 3-(c)
for ports. Since FireWall has two IP addresses such as ip1 and ip2, ip1 and
ip2 should be abstracted to FireWall. FireWall, ip3, and ip4 are could be
abstracted to DMZ. For more informative alert cluster, we did not generalize
the value of alert type. Since alert type is critical information, if it is abstracted,
it is difficult to identify what kind of attack is generated.

Table 3 shows the result of the clustering using the proposed algorithm and
Table 4 shows the result of the K. Julisch’s algorithm. Each row in both tables
represents a cluster. Both results have the same number, 10, of the cluster. At the
attack generation, we assume that most of the attacks are come from external
networks. Therefore, most clusters have the same abstracted value, Internet, of
the attribute Src-IP except for the third cluster.
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Table 3. Experimental result of the proposed algorithm

Alert Type Src-IP Dest-IP Src-Port Dest-Port Count

ICMP Large ICMP Packet Internet FireWall undefined undefined 845
Internet DMZ undefined undefined 862
ANY-IP DMZ ANY-PORT ANY-PORT 429

Bare Byte Internet FireWall NON-PRIV 80 2937
Unicode Encoding Internet DMZ NON-PRIV 80 3007

Internet Internet NON-PRIV 80 982

Apache Whitespace Internet FireWall NON-PRIV 80 725
Internet DMZ NON-PRIV 80 707

Unknown Datagram Internet DMZ undefined undefined 421
decoding problem

BAD-TRAFFIC data Internet DMZ ANY-PORT ANY-PORT 413
in TCP SYN packet

Table 4. Experimental result of the proposed algorithm

Alert Type Src-IP Dest-IP Src-Port Dest-Port Count

ICMP Large ICMP Packet Internet FireWall undefined undefined 845
Internet DMZ undefined undefined 862
ANY-IP ANY-IP ANY-PORT ANY-PORT 429

Bare Byte Internet FireWall NON-PRIV 80 2937
Unicode Encoding Internet DMZ NON-PRIV 80 3007

Internet Internet NON-PRIV 80 982

Apache Whitespace Internet FireWall NON-PRIV 80 725
Internet DMZ NON-PRIV 80 707

Unknown Datagram Internet ANY-IP undefined undefined 621
decoding problem

BAD-TRAFFIC data Internet ANY-IP ANY-PORT ANY-PORT 413
in TCP SYN packet

The first 8 records excepting 3rd one are the same in the both Table 3 and
Table 4 since the over-generalization occurs when an attribute value is abstracted
higher than unbalanced node such as DMZ. However, these cluster’s level of
Dest-IP is lower than DMZ in the generalization hierarchy. Thus they are not
affected by the unbalance of generalization hierarchy.

While Dest-IP attribute has been generalized to ANY-IP for the 3rd, 9th
and 10th clusters in the existing algorithm, the generalization of those clusters
are stopped at the DMZ in the proposed algorithm. It means that existing
algorithm still has over-generalization problem. Thus proposed algorithm is more
effective to prevent this problem than the existing algorithm. For example, when
the system operator analyzes the 3rd cluster of the existing algorithm, he/she
can’t know whether the target of Large ICMP Packet is home network or extra
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network. On the other hand, from the result of the proposed algorithm, we can
easily know that the target of the attack is the home network.

The number of alerts in the 9th cluster by the proposed algorithm is much
smaller than one of the K. Julisch’s algorithm. It means that the cluster does not
contain unnecessary data as compared with the existing algorithm. In the exist-
ing algorithm, the 9th cluster includes many unrelated alerts since it contains
all alerts from the Internet and the DMZ.

6 Conclusions

We proposed an algorithm that handles over-generalization problem of AOI al-
gorithm owing to unbalanced generalization hierarchy. It addresses the problem
of over-generalization in the alert clustering techniques of intrusion detection
system (IDS) by applying the existing AOI. From the experimental results, the
proposed algorithm prevents the problem of over-generalization more efficiently
than existing algorithm. And it generate more informative cluster than previous
algorithm. Therefore, system administrator identifies the root causes of the alert
more easily and more effectively. We currently only considers the generalization
hierarchy in the form of a tree. In the future work, the algorithm should employ
the graph-based expression of the generalization hierarchy.
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Abstract. This paper describes the design and implementation of a
multi-agent system to detect and audit host security vulnerabilities. The
system uses agent platforms allocated through the network to scan and
interact with each host. The information collected by each agent is then
used to build a common knowledge base that together with data re-
trieved from vulnerabilities information sources is used to improve the
overall security. This approach reduces the total time to scan the net-
work and the processing time overhead associated. The amount of traffic
involved is also reduced. It allows the dissemination of updated knowl-
edge about the network security status and reduces the communication
with the network administrator. This solution provides an autonomous
and proactive distributed system. It acts as a vulnerability assessment
tool to make security notifications only if needed.

1 Introduction

In order to guarantee a global security solution in a given enterprise network
it is necessary to take into account several issues such as: security mechanisms
for exchange and access to remote information, mechanisms for protection of
networked systems and administrative domains, detection of new vulnerabili-
ties and exposures, monitoring and periodic audit of the implemented security
mechanisms, and disaster recovery plans. This paper is focused on the problem
of detection of security vulnerabilities in a proactive way, using software agents.
Network security risks are rising continuously [1,2]. As networks become more
interconnected, the number of entry points increases and therefore exposes each
network to threats. The widespread of Internet access allows the dissemination
of new vulnerabilities and hackers know-how. The Networks and applications are
becoming more complex and difficult to manage and there is not a significantly
increase in the number o human resources allocated. Also software development
lifecycle is shorter resulting in flawed or poorly tested releases. Hackers have
better tools, which require less technical skills and allow large scale attacks. The
time between the identification of new vulnerabilities and the exploit attempt
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has been substantially reduced, giving less time to administrators to patch the
vulnerabilities. Moreover, hackers often access to that information before the
vendors are able to correct the vulnerabilities and it is difficult for network ad-
ministrator to keep update with the patches. On the other hand, detection of
security faults (holes) in hosts can anticipate the occurrence of service failures
and compromises.

There are several approaches to the problem of vulnerability assessment.
NIST (National Institute of Standards and Technology) [3] gives a good overview
of the subject. Basically, there are open source approaches based on software
packages like Nessus [4] and SARA [5] and commercial approaches by Securi-
tyMetrics [6], Qualys [7] and ICSA [8]. The approach of security companies is
mainly concentrated on the development of automated security programs capa-
ble to analyze the attacks within a single system such as Nessus [4], Nmap [9],
SAINT [10], SARA [5] and SNORT [11]. All of these software products use a
standalone approach and never share knowledge except when downloading up-
dates from the central server. They examine system and network configurations
for vulnerabilities and exploits that unauthorized users could use. Usually they
act from a specific host in the network scanning all the others. Although most
of them are programs and scripts run periodically by network administrators,
its use lead to a rise in consuming time in which they are installed and also in
the bandwidth availability, other negative remark is that this procedures may
eventually lead to overhead in the performance of systems which could cause
instability and crash in the scanned systems. Because there is not any exchange
of data between applications there is not any guaranty that all share the same
knowledge. On the other hand, some research work has been reported using soft-
ware agents for network vulnerability scanning [12,13]. It uses a mobile agent
approach and therefore can, if implemented correctly reduce the overall commu-
nication traffic in the network. Because mobile agents are not always in contact
with its origin host, they have a reduced interaction when doing some task. They
also allow the user to create specialized services by tailoring the agent to a spe-
cific task. The drawback of this approach is the security issues that arise when
using mobile agents in an insecure network; this could lead to eventual content
alteration. Is the agent trustable? And its content is authenticated? An inter-
esting approach to the security problem in FIPA Agents platforms was made by
Min Zhang et al. [14], which could be used to solve some of the mobile agents
problems previously refereed. This paper addresses the problem of using a secure
FIPA Agents platform for vulnerability analysis.

In this paper we present the design and implementation of an agent-based
system, built using JADE [15], in which agents main task is detecting vulner-
abilities and exposures [16]. Each agent can exchange knowledge with others
in order to determine if certain suspicious situations are actually part of an
attack, this procedure allow them to warn each other about possible threats.
For external source of vulnerabilities [17] used to keep update the agent system
we consider to use the ICAT Metabase [18], a search index of vulnerabilities in
computerized systems. The ICAT binds the users the diverse public databases
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of vulnerabilities as well as patch sites, thus allowing us to find and to repair the
existing vulnerabilities in a given system [19]. ICAT is not properly a database
of vulnerabilities, but an index pointing to some reports of vulnerabilities as well
as the information about patches currently available.

The remainder of this paper is organized as follows: Section 2 describes SAPA
Agents. Section 3 discusses the distributed architecture. Section 4 is devoted to
FIPA-ACL interactions. The Knowledge building is addressed in section 5. Main
conclusions are presented in Section 6.

2 SAPA Agents

As more and more computers are connected to the network the security risk
increases accordingly [20]. Although vulnerability assessment tools [21,22] and
intrusion detection systems [23] are good solutions, they lack several features
that we consider important, according [24]. Network Administrators needed to
be permanently updated, and in control of everything that appended in their
network, but it is widely known that this is not feasible in real time. An adminis-
trator has many routine and time-consuming tasks that could be delegated with
advantages. Our solution is based in the delegation and cooperation; by delegat-
ing tasks to specific applications capable of autonomous behavior we can enhance
the overall performance of the security in a network. In figure 1 we present a
sketch of the platform. Our approach to the problem used JADE, a Java-based
agent development framework [15,25], to evaluated the feasibility of the sys-
tem. Jade is a FIPA-Compliant Agent Platform [26] in which we can deploy
Java agents. The platform includes an AMS (Agent Management System), a DF
(Directory Facilitator) and a sniffer RMA (Remote Management Agent). The
features available includes: FIPA interaction protocols, automatic registration
of agents with MAS, FIPA-compliant naming service and FIPA-compliant IIOP
(Internet Inter-Orb Protocol) to connect to different APs (Agent Platforms). A
GUI is also available to manage several agents and APs. SAPA Agents, acts as
wrappers of VA (Vulnerability Assessment tools). JADE provide the infrastruc-
ture where the agents coexist and interact.

Fig. 1. SAPA Agent in a JADE Platform
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2.1 Architecture

The SAPA agent has three main modules: DENOFAS module, FIPA-ACL Mod-
ule, and Knowledge Module. The DENOFAS module [16] is used by SAPA
to interact with the network. His main task is gathering valuable data to be
processed. The FIPA-ACL [27] module used to exchange knowledge with other
agents, and the Knowledge module used to maintain updated information about
which Agents are active. In figure 2 we present the SAPA modules

Fig. 2. SAPA Components

2.2 Denofas Module

The DENOFAS module acts has a vulnerability assessment tool and is used to
scan the ports and services (not only in a specific host, but also the specific
network allocated to him). All the data gathered is used by in the knowledge
building. Each SAPA agent can by its initiative access the external vulnera-
bility database [18] to extract new vulnerability data. Figure 3 represents the
interactive process between SAPA agent and a Host.

2.3 FIPA-ACL Module

This module is used to interact with other agents. It allows the exchange of
FIPA-ACL messages [27,29], between agents. The types of messages send are
requests to fulfill several actions. The requests can be: Ask to acquire the knowl-
edge of a specific SAPA Agent, disseminate warnings of possible attack based in
new vulnerability posted in the database, inform about new updates in ICAT
database, propagate vulnerability detection information, among others. Figure
4 represents the full FIPA-ACL compliant per formatives used in the exchange
of FIPA Compliant ACL messages.

2.4 Knowledge Module

A brief overview of the Knowledge module follows. The data used to build the
knowledge is supplied by the Denofas and by direct interaction with others agents
through the FIPA-ACL module. The knowledge base allows the agent to act
autonomously or in cooperation with others in the persecution of is tasks.
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Fig. 3. DENOFAS Vulnerability Assessment procedures

Fig. 4. FIPA-ACL Performatives

3 Distributed Architecture

In Figure 5 we present the overall interconnection solution based in distributed
SAPA Agents (Software Agents for Prevention and Auditoring of Security Faults
in Networked Systems). The SAPA Agent, receive solicitations to perform a
specific task. The tasks currently supported are: host scan, network scan and
host/network monitoring, in which the agent perform a detailed scan of the
network, the open ports and the services active in those ports. After it collects
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all the requested data, it will use data from previous scans and data stored from
several external sources to build is knowledge base. These sources are the ICAT
[18] database of known vulnerabilities and exposures, the PortsDB [28] that tell
us which services are associated with specific ports. After the inference process is
complete and the agent has gathered sufficient knowledge about the situation, it
will create an output result. Finally, presenting the output to the requester ends
the process. The following Figure presents a summarized view of the Multi-agent
System based in SAPA Agent interactions.

Fig. 5. SAPA MAS Multi-Agent System

The system is deployed in JADE [15] platforms based in hosts dispersed in
the network. Each SAPA agent then can be given a task to monitor a specific
host or group of hosts. The agents can also share information among them using
FIPA-ACL messages [27]. The SAPA Agent main goal is to help network/host
administrators to improve the security of computer systems networks. As already
it was seen, the security problem arises, not only at the host level, where the
agent is used to improve the security of a particular host, but also at network
level. Being able to be used by network administrators, they could improve the
overall security assessment of the network administrators. SAPA agents present
a detailed assessment of the weak points in a network; making possible future
security solutions to implemented. In this section we presented the architecture
of our system.

4 Agent Interactions

In our multi-agent system we used FIPA-ACL messages to exchange informa-
tion between Agents. Each Agent could: notify others that a specific host was
listening in a suspect port, that ICAT data has been recently updated and also
share is part of knowledge about the networks. Following we present an exam-
ple of message exchange in our MAS using FIPA ACL (Agent Communication
Language). The following messages represent a request/answer communication:
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FIPA ACL Request:

(request :sender(agent-identifier:agentsapa1)
:receiver(agent-identifier :agentsapa2)
:content (action (agent-identifier:agentsapa2) open(data.txt))
:language fipa-sl)

The sender agent agentsapa1 send a request to the receiver agent agentsapa2, to update

his data, using FIPA Semantic Language

FIPA ACL Failure:

(:performative failure :sender(agent-identifier:agentsapa2)
:receiver (set (agent-identifier :agentsapa1))
:content ((action (agent-identifier :agentsapa2) (open data.txt)
(error-message No such file:data.txt))

:language fipa-sl)

The receiver agent agentsapa2 send a failure response to the sender agentsapa1 using

FIPA-SL

5 Knowledge Building

The SAPA Knowledge Building process, integrate several data sources: online
resources, information from others SAPA agents and the scanned data. ICAT
[19] data used by the agent is automatic updated from the web. The agent uses
the complete ICAT [18] database (exporticat.htm) and the information about
all vendors, products, and version numbers contained within ICAT (vpv.htm).
All this data is processed internally and is used as input to the Knowledge
Base. In the knowledge building the agent also use the PortsDB [28] to specify
what service is using what port. All this information is processed internally by
the knowledge base. When the agent starts another scan it will use the data
available to perform is task. Figure 6 illustrate the components of the knowledge
building of the SAPA Agent.

6 Conclusions and Future Work

With this approach we achieve several goals: Reduce the response time, Prop-
agate information more effectively. Free network administration from time con-
suming and routine tasks. Reduce substantially the burden of processing power
in the overall by distributing it by several AP (Agent Platforms). The exploit
of the same vulnerability in different systems became more difficult, because the
agents help to detect it on time.
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Fig. 6. SAPA Knowledge Building
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Abstract. In this paper, we present the design and implementation of
Coordinated Intrusion Prevention System (CIPS), which includes Paral-
lel Firewall (PFW), Flow Detection (FD) and Multiple Intrusion Detec-
tion System (MIDS) to against large-scale or coordinated intrusions. The
PFW consists of several firewalls working in parallel mainly by means
of packet filtering, state inspection, and SYN proxy. The FD and MIDS
detect and analyze the flow at the same time. The former one uses arti-
ficial neural network to analyze network traffic and detect flow anomaly.
The latter one adopts traditional techniques such as protocol flow analy-
sis and content-based virus detection to detect and prevent conventional
intrusions and virus. Taking load balancing into account, CIPS also has
Flow Scheduler (FS) for dispatching packets to each parallel component
evenly. In addition, there is a Console & Manager (CM) aiming to reduce
redundant alerts and to provide a feedback mechanism by alert cluster-
ing and to recognize the potential correlation rules among coordinated
intrusion through mining large amounts of alerts.

1 Introduction

Coordinated intrusion implies one or multiple intruders take various means ac-
cording to the policies and steps anticipated in advance and coordinate intrusion
to one or multiple aspects of the same target by seeking leaks, communicating
and uniting intrusions to bring some breakage. Coordinated intrusions are diffi-
cult to detect and defend against effectively for their great flexibility and complex
attack methods. Distributed Denial of Service (DDoS) attack [1] is such an ex-
ample. In this circumstance, the traditional approaches of building a protective
shield such as a firewall around the protected targets or configuring IDS at the
backbone of network or on personal computer are not sufficient to provide per-
fect security. New or coordinated intrusion detection techniques, methods and
architectures are needed.

In this paper, we present our design and implementation of Coordinated In-
trusion Prevention System (CIPS) aiming to defend against tremendous or co-
ordinated intrusions. It is configured at the entry of a region to monitor and
� This paper is supported by Wuhan Hi-Tech project under grant 20031003027 and

Key Nature Science Foundation of Hubei Province under grant 2001ABA001
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control all the network flows. CIPS includes Parallel Firewall (PFW), Flow De-
tection (FD) and Multiple Intrusion Detection System (MIDS), which provides a
large-scale and expansible architecture and a coordinated response mechanism.

The PFW is the real channel that network flow passes through, and it paral-
lelizes multiple loose-coupled firewalls by using many techniques such as stateful
inspection and SYN proxy, which provides a middle detection granularity com-
pared to MIDS and FD to detect and prevent DDoS in the session level. The FD
detects large-scale intrusions by means of detecting the whole flow anomaly in
coarse detection granularity in the traffic level. The MIDS composed of multiple
IDSs providing a fine detection granularity mainly uses conventional intrusion
detection techniques such as protocol flow analysis and pattern match to detect
general intrusions and viruses in the packet level.

In order to achieve high performance and scalability of CIPS, three types
of Flow Scheduler (FS) components are deployed in CIPS. One is front-end FS
for PFW, which dispatches incoming flow to PFW evenly. Another is back-end
FS for PFW, which forces the response flow to be received by the firewall that
handles the corresponding request flow. And the other FS is for MIDS, which
dispatches mirrored flow to IDS in balance.

CIPS also has a Console & Manager (CM) to control and manage the whole
system, especially to reduce redundant alerts from the different detectors and to
provide a coordinated response mechanism by alert clustering and to implement
intelligent prevention by alert correlation by mining the potential correlation
rules among coordinated intrusion.

The rest of the paper is organized as follows. Section 2 refers to related
works. Section 3 presents the architecture of CIPS, describes its components
and working flows and their mechanisms. Section 4 presents evaluation to the
performance and section 5 gives the conclusion.

2 Related Works

It is quite necessary to carry out a thorough research and bring forward a feasible
solution for coordinated intrusions since they have already become the major
threat to the security of the Internet. But there is few published work that
directly address this problem.

CIDS (Collaborative Intrusion Detection System) [2] employs Snort, a net-
work level IDS, Libsafe, an application level IDS, a new kernel level IDS called
Sysmon and a manager based framework for aggregating the alarms from the
different detectors to provide a combined alarm for an intrusion.

CARDS (Coordinated Attack Response & Detection System) [3] is a prototype
with the signature-based detection model, which represents coordinated attacks
as generic event patterns over the structures of the typical information that can
be found on target systems. The system contains three types of components
(signature managers, monitors, and directory services), which are distributed at
various places in the network.

GrIDS (Graph Based Intrusion Detection System for Large Networks) [4]
is designed to analyze network activity on TCP/IP networks. GrIDS models
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a network as a hierarchy of departments and hosts where hosts consist of a
data source and a software controller and departments are collections of hosts
and software console and a graph engine. SHOMAR [5] provides a system of
distributed intrusion detection clusters that are independent of each other yet
collaborate to form a collective IDS.

SHOMAR assumes a logical hierarchy across an autonomous system. It can
also facilitate communications between intrusion detection services across au-
tonomous system.

EMERALD (Event Monitoring Enabling Responses to Anomalous Live Dis-
turbances) [6][7] is an environment for anomaly and misuse detection. It ad-
dresses intrusion detection issues associated with large, loosely coupled enter-
prise networks. EMERALD uses a hierarchical approach to provide three levels
of analysis by a three-tiered system of monitors: service monitors, domain mon-
itors, and enterprise monitors.

3 CIPS Framework and Mechanisms

Figure 1 illustrates the CIPS framework with PFW, FD, MIDS, FS, and CM.
PFW works in parallel by employing techniques such as packet filtering, state
inspection and SYN proxy. The FD and MIDS detect and analyze the mirrored
flow from the shared-media hub. For the FD, it detects intrusions through mon-
itoring and auditing the network traffic in real time. For the MIDS, it detects
general intrusions and viruses using multiple IDSs. The FS takes the character-
istics of various intrusions into account and provides an algorithm to dispatch
network traffic for parallelism and load balancing. The CM manages the whole
system, providing an intelligent and coordinated response mechanism by alert
clustering and correlation. CM plays a key role in CIPS system. It must have
the capability of real-time processing all kinds of alert messages, providing co-
ordinated response mechanism, and giving mined rules to the PFW.

Traditional security system that mainly adopts single detection mechanism
such as IDS or FW appears deficient and weakly facing more and more com-
plicated and coordinated intrusions. To address this problem, CIPS integrates
PFW, MIDS and FD that work in different levels with various detection gran-
ularities to provide powerful detection function. By means of the integration
of three components, coordinated intrusion can hardly occur since PFW and
FD can detect and prevent DDoS attacks and MIDS can detect conventional
intrusion and besides there is a coordinated response mechanism among them
through CM.

The function of alert clustering is significant to reduce some redundant alerts
owing to the parallel detection components and it is also helpful to implement
coordinated response.

Although PFW is the only prevention component in the system, but due to
its parallelism and expandability, it can prevent large-scale attacks and avoid
coordinated intrusions occurring since coordinated intrusions are always in large
scale. On the other hand, the CM can make some decision and give some hints
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for PFW through alert clustering to take some measures correspondingly both
for PFW itself and FD or MIDS.

HUB

Router FD

MIDS FSPFW FS

CM

IDS

PFW

Internal Server

PFW FS

Intranet

IDS IDS

WWW EMAIL FTP

Switch

Switch
CIPS Layout

Request Flow Response Flow

Request Mirror Message Exchange

Fig. 1. CIPS Architecture

3.1 PFW (Parallel Firewalls)

In PFW, we integrate many techniques such as packet filter, state inspection,
and DDoS prevention.

State inspection delivers the ability to create virtual session information for
tracking connectionless protocols. We design the programmable state inspect
engine, which allows PFW to add support for new and custom applications. For
TCP protocol, combined with SYN proxy, system constructs finite automation
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of TCP protocol state conversion in advance. Under each condition, only the
TCP packet satisfying the state conversion can be passed through, otherwise,
PFW discards the packet and records it for later statistics and analysis.

For UDP and ICMP protocol, they do not contain any connection informa-
tion (such as sequence number). However, UDP contains port pairs, and ICMP
has type and code information. All of these data can be analyzed in order to build
”virtual connections” in the state table. For a short period of time, UDP pack-
ets that have matching UDP information in state table will be allowed through
the firewall. Same situation exists for ICMP. For application protocols, some
complex protocols (such as FTP and audio/video) utilize multiple network con-
nections simultaneously. Corresponding protocol modules monitor connections
for these protocols, and instruct the firewall to allow related connections. With
such assistance, the firewall does not need to perform additional checks against
the security policy, and all connections required for the protocol are handled
without the firewall inadvertently rejecting them.

In CIPS, some mechanisms are adopted to detect and prevent classical DDoS
attacks. For SYN flood attack, PFW proxies the requests and not passes them
on to the victim server unless the 3-way handshake is complete. To protect SYN
flood efficiently, an adaptive approach is proposed, which uses the state-based
approach (TCP half-connection hash table) under the low rate of attacks and
stateless approach (SYN Cookie) under the high rate of attacks. For TCP flood
attack, PFW filters TCP flooding packets such as ACK attack, RST attack and
hybrid attack based on TCP state conversion diagram, meanwhile PFW records
the information of attack packets accordingly. Through analysis for discarded
packet periodically, PFW can detect the type of TCP attack based on threshold
policy. For UDP flood attack, an attacker hooks up one system’s UDP service
with another system’s UDP echo service by spoofing, and PFW can detect UDP
flood indirectly by analysis the ICMP protocol packet which has the type of port
unreachable. For ICMP/Smurf flood attack, PFW filters ICMP packets using
state inspection based on ICMP protocol analysis and records the information of
attack packets. Through statistics and analysis for discarded packet periodically,
PFW can detect ICMP flood.

3.2 MIDS (Multiple Intrusion Detection System)

MIDS are several conventional intrusion detection systems working together to
detect, filter and block conventional attack, virus mails and malicious content.
Each IDS element adopts network-based architecture such as snort [8] to analyze
and inspect all the network traffic by protocol flow analysis, content-based virus
detection and content filtering using pattern matching.

Protocol flow analysis gives detection engine essential knowledge of a par-
ticular application protocol. Since protocol flow analysis is performed at high
level and is usually only concerned with a few important aspects of a particular
protocol flow such as a client request type, it provides special data for further
analysis so as to facilitate the whole process. The essence of protocol flow anal-
ysis is pattern matching. The premise of protocol flow analysis is that the data
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from servers is secure and reliable. It is easy to see that it is applicable for the
services with small request data and large response data such as Web service.

3.3 FD (Flow Detector)

The network traffic will appear an obvious anomaly if DDoS attack happens in
large-scale and high-speed network, so anomaly detection on network traffic can
be a viable method to network security. In CIPS, we propose anomaly detection
model based on neural networks. Compared with MIDS and PFW, FD works
in a coarse detection granularity to find intrusions mainly by monitoring and
auditing the whole network traffic in real time.

A limited amount of researches has been conducted of using neural networks
to detecting computer intrusions. Artificial neural networks have been proposed
as alternatives to the statistical analysis component of anomaly detection sys-
tems [9][10]. The establishment of network flow model based on artificial neural
network is to train large-scale training data with BP algorithm, in which the
learning process of network is the alternation of spread and reverse spread. In
order to improve the precision of the FD model, we should take advantage of
the important attributes that is most related with connection such as related
protocol, source IP, source port and the persisting time of connection.

3.4 FS (Flow Scheduler)

The objective of FS is to dispatch data packet to each parallel component evenly.
It includes front-end FS for PFW, back-end FS for PFW and FS for MIDS.
FS is different from traditional server schedule such as LVS [11]. There are two
important issues that we must consider. (1) Since the detection mechanism based
on protocol state is introduced in PFW, how to make sure that request flow and
response flow belong to the same connection flows through the same FW, thus
FW does not lose the information of protocol connection state. (2) The FS
must schedule data packet to the current available FW under the circumstances
of dynamic join or depart and unpredictable failure of FW. To improve the
performance and throughout of FS, FS adopts Direct Routing [12] technique
which is completely implemented in Linux kernel.

To avoid the delay induced by searching information table, we propose an effi-
cient SourceIP Hashing Scheduling Algorithm (SHSA), which is based on the the-
ory of multiplicative hash [13]. We use HashKey = (source ip * 2654435761UL)
mod FW Count, where FW Count is the total number of available FW.

We denote n as the total number of current ”live” FW, and FWk (0k¡n) as the
kth FW. Figure 2 (a) presents the case about the failure of FW. Two scenarios
are considered: (1) Failure Scheduling: Calculate the hashkey = (source ip *
2654435761UL) mod (n-1), supposed to be i. If corresponding FWi is failure, FS
selects a FW (supposed to be j) with lightest load from the PFW and registers
the scheduling info with the characteristics of TTL (Time-To-Live) in global
Failure Hash Table, otherwise, sends packet to FWj directly via Direct Routing.
(2) Recovery Scheduling: When the FWi is ”live” now, FS lookups the Failure
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Hash Table to examine if the incoming packet should be scheduled based on
existed scheduling info, if found, supposed to be k, FS sends packet to FWk via
Direct Routing; if not, calculate the hashkey = (source ip * 2654435761UL) mod
n, supposed to be m, FS sends packet to FWm directly via Direct Routing.

Fig. 2 (b) presents the case about the dynamic join of FW. Two scenarios
are considered: (1) Join Scheduling: FS still adopts mod n scheduling algorithm,
Calculate the hashkey = (source ip * 2654435761UL) mod n, supposed to be i,
send packet to FWi and register the scheduling info with the characteristics of
TTL (Time-To-Live) in global Transition Hash Table. (2) Transition Schedul-
ing: When the time elapsed exceeds TTL, then FS begins to adopt mod (n+1)
scheduling algorithm. For the incoming packet, FS firstly lookups the Transition
Hash Table to examine whether the incoming packet can be scheduled based on
existed scheduling info, if found, supposed to be k, FS sends packet to FWk via
Direct Routing, if not, calculate the hashkey = (source ip * 2654435761UL) mod
(n+1), supposed to be m, FS sends packet to FWm directly via Direct Routing.
When the Transition Hash Table is NULL, the transition phase finishes and FS
schedules consequent incoming packet based on mod (n+1) algorithm.

Internet

FW 1 FW i FW n

Internet Internet

Failure Recovery

FW 1 FW i FW nFW 1 FW i FW n

Internet

FW 1 FW i FW n

Internet

Add

FW 1 FW i FW n FW n+1

Internet

FW i FW n FW n+1FW 1

Transition

Fig. 2. ROC Curves on Detection Rates and False Alarm Rates.

3.5 CM (Console & Manager)

CM is to manage the whole process of the system including the detectors’ reg-
ister and logout, collect and illustrate state information of all the modules. In
addition, there are two novelties which are worth emphasizing compared with
others, one is the function of automatic clustering on gathered alerts coming
from detect modules to decide whether the whole alerts should be given by
means of similarity evaluation and layered clustering, and the other is the alerts
correlation function which will improve the intelligence of system.

Current intrusion detection systems generally produce large volumes of alerts,
including false alerts. In situations where there are intensive intrusions, not only
will actual alerts be mixed with false alerts, but also the amount of alerts will
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become unmanageable and consequently the whole system will be too stressed
to work efficiently [14]. This same problem appears serious in CIPS since there
are multiple partial detectors working in parallelism. We address this problem
by means of alert clustering which employs similarity evaluation and layered
clustering to reduce redundant alerts as many as possible compared to individ-
ual detector without a substantial degradation in performance. In addition, alert
clustering is crucial to implement coordinated response among multiple modules
by means of analysis the essence of intrusion. For every alert coming from detec-
tors, the console first compares it to the other alerts coming in close time and
evaluates their similarities according to their alerts attributes and accordingly
decides whether to give a whole alert.

The alert correlation model is based on the observation that in a series of
attacks, the partial attacks are usually not isolated, but related to different
stages of the larger attacks, with the early ones preparing for the later ones.
The approach of CIPS is to employing association rules analysis and sequence
patterns mining [15] techniques to find the correlations between large amounts
of alerts, which can help users to understand why alerts are triggered and how
they should be handled in the future. Based on this knowledge, the users can
accordingly devise corresponding process rules for future use to improve the
intelligence and efficiency of the system.

We want to find two types of rules: one is the maximal frequent alerts se-
quences based on which one can predict the next alerts if certain alerts have
occurred, and this type of rules can be used to directly filter or simply process
alerts in time or prevent the essential attacks from occurring in advance. This
type of rules can also discover the repeated correlation between alerts and pro-
vide convenience for dealing with the repeated alerts. The other type of rules can
state that if several alerts emerge simultaneous frequently then we can induce
the alerts is most probably due to an unknown or new intrusion. By this means,
we can discover unknown or coordinated intrusions and take appropriate means
to deal with them or prevent more damage occurring if one of them occurs.

These patterns are of direct relevance to alert handling. Knowing the rules
of alerts, it is easy to predict the next alert and filter the related alerts out in
the future. Similarly, if an alert systematically entails other redundant alerts,
then one can reduce the overall alert load by fusing these alerts into a single,
semantically richer alert. We can detect or destroy future intrusions by advanced
consciousness of them in a more reliable and timely manner which can also
discover new or unknown intrusion patterns.

4 Performance Evaluation

To simulate the real environment, we divide the 100M Ethernet LAN into three
sections, one is to simulate the external Internet from which the attacker appears,
another is the internal protected LAN where there are web servers, email servers
and FTP servers and CIPS is configured at the entry of it, and the other is the
section in which CIPS works and the PFW, MIDS and FD are configured.
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Table 1. Maximal parallel connections evaluation of the CIPS

Description Without With traditional FW With 2-PFW With 3-PFW
of Scenario Protection on the Gateway CIPS CIPS

Maximal connec- 80,000
tions per second 10,000 50,000 70,000 -90,000

Table 2. Livability of normal user evaluation of CIPS

Connections Number of Users With 2-PFW With 3-PFW
per Second Attempt to Connect CIPS CIPS

100,000 400 54% 74%

125,000 400 45% 63%

Security evaluation includes the detection of conventional intrusion and co-
ordinated intrusion. For conventional intrusion, we evaluate the efficiency by
detecting port-scan, denial of service, ICMP flood, web attack, and FTP attack.

For coordinated intrusion, we consider several scenarios: 1) Pure DDoS at-
tack. 2) Firstly implement the DDoS attack to consume the resource and weaken
the detection ability of the target and then use conventional mean to intrude. 3)
Take mixed DDoS attacks combined with SYN flood, TCP flood, ICMP flood
and UDP flood, greatly consume the system resource and make the system denial
of legal services.

The capacity of maximal parallel connections illuminates the security per-
formance since coordinated intrusion mainly floods the target with tremendous
packets. We assume the size of every connection is average, thus the number of
connections can reflect the capacity. The contrast of maximal parallel connec-
tions per second is showed in Table 1.

Performance evaluation involves evaluation of throughput, response time, de-
lay ratio and livability of normal user. For each case, we suppose several different
cases: 1) Without any protection. 2) Without CIPS, but with one conventional
firewall on the host. 3) Only with CIPS at the entry of the protected LAN.
Throughput evaluation is done by comparing the average download speed of
the FTP servers configured in the internal LAN under the different conditions
illustrated above. The result shows the average throughput is decreased 5

5 Conclusions

In this paper, we present the framework and the related key techniques of CIPS
to against large-scale or coordinated intrusions. In CIPS, PFW, FD and MIDS
work in different levels with various detection granularities to provide powerful
detection function. PFW consists of several special firewalls working in parallel
by means of packet filtering, stateful inspection and SYN proxy. FD captures and
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analyzes network traffic to detect flow anomaly. MIDS uses traditional detection
techniques to detect and prevent conventional attacks and virus.
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Abstract. This paper presents a sender side TCP congestion control
scheme that reduces biases in wired as well as wireless networks. TCP has
a problem utilizing the full bandwidth in high speed networks with a long
delay. Moreover, competing flows with different roundtrip times share
the bandwidth unfairly; a flow with long RTT experiences a through-
put penalty. The throughput penalty is severe in wireless networks since
TCP treats packet losses caused by link error as an indication of network
congestions that trigger transfer rate reductions. The proposed scheme
controls the network congestion in two phases - a fair convergence phase
and a congestion avoidance phase - both of which are based on the appli-
cation’s transfer data patterns. The transfer rate is then adjusted adap-
tively by considering the current transfer rate and the estimated band-
width in order to reduce bias and throughputs. The scheme has been
implemented in the Linux platform and experimented with various TCP
variants in real environments. The experimental results show that the
mechanism reduces biases, and the network bandwidth is shared fairly
among the proposed and the traditional TCP flows.

1 Introduction

TCP has widely been adopted as a data transfer protocol in wired and wireless
networks. The current network infrastructure does not provide much informa-
tion to a TCP source. Information such as the network bandwidth or explicit
congestion feedback may not be provided. TCP uses an Additive Increase Multi-
plicative Decrease (AIMD) congestion control scheme to determine the network
capacities [1]. TCP increases the transfer rate continuously until it detects any
implicit feedback signals, which are timeouts and duplicate acknowledgements
that indicate the network has reached its capacity. If TCP detects the signals
then it halves the transfer rate and increases it again slowly to prevent successive
packet losses. This window based congestion control scheme poses some prob-
lems such as a slow increase rate and a bias against flows with long roundtrip
times.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 99–108, 2005.
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TCP increases the transfer rate slowly to prevent massive packet losses [2].
The slow increasing rate, however, causes a big problem - especially in high speed
networks with long delays - because it takes long time to accomplish full network
utilizations. A bias against flows with long roundtrip times is that the throughput
of a flow with a long roundtrip time decreases significantly [3]. In the window
based congestion control scheme, the window of a flow with shorter roundtrip
times grows faster than that of a flow with longer roundtrip times. If two flows
with different roundtrip times compete in the same bottleneck link, then the flow
with longer roundtrip times experiences severe throughput penalties. Another
performance penalty imposed in wireless networks is that frequent packet losses
caused by link errors reduce the TCP transfer rate.

High Speed TCP (HSTCP) [4] and Scalable TCP (STCP) [5] are proposed
to solve the network underutilization problem of TCP in high speed networks.
Both protocols adjust their transfer rate adaptively based on the current con-
gestion window size, so that the larger the window is, the faster it grows. The
network utilization in high speed networks can be improved; however, it still
poses a bias against flows with long roundtrip times. Constant Rate Window
Increase (CRWI) [6], which increases the congestion window in proportion to
the square of roundtrip times in each roundtrip time, can reduce a bias against
flows with long roundtrip times. CRWI, however, does not scale well in het-
erogeneous networks because of the bandwidth variations of networks provided.
Binary Increase Congestion (BIC) [7] control is proposed to solve the network
underutilization problem and a bias against flows of long roundtrip times. BIC
increases the congestion window additively or logarithmically based on the cur-
rent window size and the designated window size. The mechanism improves the
network utilization but still has bias. TCP Westwood+ (TCPW+) [8], which is
the TCP Westwood (TCPW) [9] with enhanced bandwidth estimations, controls
the congestion window based on the estimated network bandwidth at a TCP
source. Both TCPW and TCPW+ do not scale high in high speed networks
with large delays because they are based on the traditional AIMD congestion
control scheme.

This paper proposes a new TCP congestion control scheme called TCP-TP
(TCP with Two-Phase congestion control). TCP-TP enhances bandwidth uti-
lizations in high speed networks as well as a bias against flows with long roundtrip
times. Moreover, TCP-TP improves transmission performance in wireless net-
works by increasing transfer rate quickly when packet losses are occurred. It also
works well with the traditional TCP flows as well as the TCP-TP flows. TCP-TP
has been implemented in real systems and is experimented among other TCP
variants such as BIC or TCPW+ in order to validate its performance charac-
teristics. The paper is organized as follows: Section 2 describes the design of
TCP-TP, Section 3 describes the details of the implementations, experiments,
and results of the experiment, and Section 4 concludes the paper.
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2 Two-Phase Congestion Control

TCP-TP controls the network congestions in two phases. One phase is called a
fair convergence phase and the other is a congestion avoidance phase. But both
are based on the application’s transfer data patterns that consist of a bulk data
transfer mode and a non-bulk data transfer mode. In a non-bulk data transfer
mode, TCP-TP adopts the AIMD scheme to offer fairness, whereas in a bulk
data transfer mode, TCP-TP adjusts transfer rate adaptively considering both
the current transfer rate and the estimated bandwidth to reduce the possibility
of a bias. This section describes how TCP-TP estimates the network bandwidth
and a detailed description of how two-phase congestion control works. Table 1
below shows the definitions of the parameters used in this paper.

Table 1. Parameter definitions

Parameters Definitions

ACK Acknowledgement message
BDP Bandwidth Delay Product
RTT Packet roundtrip time (sec)
BaseRTT Minimum RTT during the session (sec)
ITack Inter-arrival time between two successive immediate ACKs (sec)
Spkt Size of the packet (Bytes)
Srcv Bytes the receiver received during ITack (Bytes)
Wcn Congestion window (Bytes)
Bm Measured bandwidth at the sender (Bytes/sec)
Bs Smoothed bandwidth (Bytes/sec)
Np Number of packets contained in one packet bunch
α Constant for Bm

β Number of bytes to transmit in one RTT (Bytes)
γ Constant for β
δ Maximum interval of packets sent to the network in bulk data transfer

mode (microseconds)

2.1 Bandwidth Measurement

TCP-TP measures network bandwidth at the sender and increases the transfer
rate considering the measured bandwidth Bm and the current congestion win-
dow Wcn in order to prevent bandwidth underutilization, which is the one of
the problems with the traditional TCP. The sender can measure the network
bandwidth using Equation 1.

Bm =
Srcv

ITack
. (1)
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Bm is calculated by the inter-arrival time between successive immediate
ACKs ITack and the bytes the receiver received during the time Srcv. The stan-
dard TCP uses delayed ACKs, and the delay is up to 500 milliseconds [10]. The
receiver delays ACKs to reduce the number of packets sent on to the network.
The delayed ACKs, however make Bm differ from the real network bandwidth
so that the sender should consider the delayed ACKs to calculate Bm correctly.
TCP-TP transmits several packets together to induce an immediate ACK based
on the fact that the receiver transmits the immediate ACK when it receives
two full sized segments successively [11]. This scheme is similar to the packet
bunch scheme [12], and at least four packets must consist of one packet bunch
to induce at least two successive immediate ACKs. Figure 1 shows the process
of transmitting packet bunches and the procedure of calculating Bm.

Fig. 1. Bandwidth measurement based on ACK inter-arrival times

The measured bandwidth Bm varies according to the network status changes,
such as the appearance of competing traffics, the increase of system overhead, or
the variety of loss rates, and so on. Therefore, Bm should be stabilized. Equation
2 explains the procedure to obtain the smoothed bandwidth (Bs is calculated to
stabilize Bm).

Bs(i) = αBs(i−1) + (1− α)Bm, where 0 ≤ α ≤ 1. (2)

The current smoothed bandwidth Bs(i) reflects the previously smoothed
bandwidth Bs(i−1) and the current measured bandwidth Bm. Even if Bm fluc-
tuates largely due to the unstable network, Bs remains stabilized because Bs re-
flects the previous smoothed bandwidth. When the network bandwidth changes,
Bs becomes Bm as Bs reflects Bm.

2.2 Determining the Transfer Rate

Bandwidth Delay Product (BDP), which is the minimum size of the send window
to maximize the efficiency of transmission, can be calculated by multiplying the
network bandwidth and roundtrip times RTT [13]. The sender can calculate the
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optimal size of the congestion window Wcn based on BDP. When the sender
calculates Wcn, it uses the smoothed bandwidth Bs instead of the measured
bandwidth Bm since Bm fluctuates largely when the network is unstable. The
standard TCP sender measures RTT when it receives ACK. The measured RTT
includes the buffering delays of routers involved. The sender uses the minimum
RTT during the session. That is, BaseRTT, instead of the measured RTT, is
used in calculating Wcn to reduce the buffering overhead at intermediate routers.
Equation 3 shows the calculation of Wcn.

Wcn = Bs ×BaseRTT. (3)

Increasing the congestion window Wcn to BDP at once may raise the net-
work overhead especially when BDP is large. TCP-TP increases Wcn gradually
whenever it receives ACK to reduce the network overhead. Assume that TCP
doubles Wcn each RTT in a slow start phase, the transfer rate increases Wcn

RTT

bytes/RTT or Wcn

RTT 2 bytes/sec [3]. The increasing rate of throughput is inversely
proportional to RTT 2, hence if the competing flows share the same bottleneck
link, the flow with longer RTT experiences severe throughput penalties. To re-
duce the bias against the flow with long RTT, TCP-TP increases the congestion
window in proportion to RTT 2 whenever the sender receives ACK. In the tradi-
tional TCP, the larger the window is, the faster it grows. If a new flow competes
with other flows then the new flow is hard to take bandwidth from other flows.
To provide throughput fairness to a new flow, TCP-TP increases the congestion
window in proportion to the difference between BDP and Wcn.

β = γRTT 2(Bs ×BaseRTT −Wcn). (4)

Equation 4 calculates β, the number of bytes to transmit in one RTT. The
increasing rate of throughput is γ(Bs×BaseRTT−Wcn) bytes/sec. The through-
put increases regardless of RTT; accordingly the proposed mechanism can reduce
the bias against flows with long RTT. Moreover, the fast convergence to the full
network bandwidth is possible even if the network has large BDP, since β con-
siders BDP. The longer the difference between BDP and Wcn is, the larger the
throughput increasing rate is. The throughput unfairness of a new flow can be
improved because the new flow easily takes a bandwidth from other competing
flows.

Wcn

RTT 2
= γ(Bs ×BaseRTT −Wcn), where Wcn =

Bs ×RTT

2
. (5)

The larger γ is, the faster the transfer rate of TCP-TP increases. The through-
put increasing rate should consider a fair sharing of the network bandwidth with
the traditional TCP. The throughput increasing rate of the traditional TCP in
the slow start phase is Wcn

RTT 2 , and the throughput increasing rate of TCP-TP
is γ(Bs × RTT − Wcn). Let these two throughput increasing rates equal one
another when Wcn is a half of BDP in order to provide friendliness between the
traditional TCP and TCP-TP as Equation 5. The extract of Equation 5 is that
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γ equals 1
RTT 2 . The average RTT of the Internet is considered 200 milliseconds

[14], and it makes γ a constant.
TCP-TP transmits packets whenever the sender receives ACK. β is the addi-

tional number of bytes to transmit in one RTT. The number of ACK in one RTT
is roughly Wcn

2Spkt
with delayed ACK and Wcn

Spkt
without delayed ACKs. Therefore,

the number of packets to transmit to the receiver when the sender receives ACK
is 2Spkt(β+Wcn)

Wcn
with delayed ACK and Spkt(β+Wcn)

Wcn
without delayed ACK.

2.3 Congestion Control

TCP-TP transmits several packets in a bunch. However, it is possible that the
data, which the sender transmits to the receiver, is less than the number of
packets contained in one packet bunch Np. In this case, the receiver delays ACK
and the sender can not measure the network bandwidth correctly. To solve this
problem TCP-TP divides the applications into two modes according to their
current transfer behaviors by monitoring the intervals of packets sent to the
network [6]. If the number of packets sent to the network with δ intervals is
equal to or more than Np, TCP-TP initiates a fair convergence phase or begins
a congestion avoidance phase. Figure 2 illustrates the mechanism.

Fig. 2. Two-Phase congestion control algorithm

In a fair convergence phase, TCP-TP measures the network bandwidth, cal-
culates the number of packets to transmit to the receiver. In a congestion avoid-
ance phase, TCP-TP works the same as the traditional TCP except that TCP-
TP increases and decreases Wcn by Np number of packets at once, whereas the
traditional TCP does it by one packet to detect the transfer mode changes. TCP-
TP adjusts Wcn every Np RTT for the purpose of making the transfer rate of
TCP-TP in a congestion avoidance phase equal to that of the traditional TCP.
Consequently, TCP-TP and the traditional TCP become friendly.
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3 Experiments

TCP-TP has been implemented by modifying the Linux kernel 2.6.7. The ex-
perimental systems used to verify TCP-TP consist of the server and the client.
In addition, the network emulator called NIST Net, is used to emulate various
packet roundtrip times. The server and client are connected directly to NIST
Net using 100Base-T Ethernet and Wireless LAN networks. The well known
protocol analysis programs netperf, tcpdump and tcptrace are used to gather
and analyze the experimental data. Table 2 shows the parameters and values
used in the experiments. We set α to 0.8, which is the same value in calculating
a smoothed RTT in the traditional TCP.

Table 2. Experimental parameters

Parameters Definitions

Spkt 1448 Bytes
Np 4
α 0.8
γ 0.000025
δ 100 microseconds
Network Bandwidth 11Mbps (Wireless), 100 Mbps (Wired)
RTT 50, 250, 500, 1000 milliseconds (emulated)

A total of 10 groups of experiments are conducted to evaluate the per-
formance of TCP-TP. In addition, the performance of TCP-Reno, BIC, and
TCPW+ are also experimented for comparison purposes. Figure 3 shows the
changes of the transfer rate in TCP-Reno and TCP-TP by varying RTTs. The
transfer rate of TCP-Reno decreases greatly as RTT gets longer. This is because
the transfer rate of TCP-Reno increases inversely proportional to the square
of RTT. However, the transfer rate of TCP-TP decreases slightly as RTT gets
longer since TCP-TP adjusts the transfer rate regardless of RTT. The small
transfer rate of TCP-TP at the beginning of the session is due to the fact that
TCP-TP takes some time to measure the network bandwidth.

Throughput comparisons of TCP-TP with other TCP variants in wired net-
works as well as wireless networks are shown in Figure 4. When RTT is small,
the throughputs of other TCP variants are similar in both wired and wireless
networks. As shown in Figure 4(a), the throughput of TCP-Reno significantly
decreases when RTT is longer in wired networks. For that reason, TCP-Reno has
a bias against flows with long RTT. TCP-TP adjusts the transfer rate regardless
of RTT, but the throughput of TCP-TP also decreases because RTT is longer.
The throughput decreases in this instance is because TCP-TP requires some
time to measure the network bandwidth at the beginning of the session. The
transmission performance of TCP-TP in wireless network is also higher than
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Fig. 3. Throughput trace of TCP-Reno and TCP-TP with different RTTs

the other TCP variants as shown in Figure 4(b). However, the throughput is
fluctuated highly due to the unstable network condition. The wireless network
has a high loss rate which causes a transfer rate reduction, so the congestion
window rarely increases. TCP-TP increases transfer rate faster than the others
when the congestion window is small. When packets are lost, TCP-TP increases
the transfer rate fast; hence improves the transmission performance compared
to the others.
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Fig. 4. Throughput comparison with TCP variants

An additional 10 groups of experiments were also conducted to evaluate the
fairness among TCP-TP flows, and the friendliness between TCP-TP and the
traditional TCP. The fairness among TCP-TP flows implies that competing
TCP-TP flows sharing the same link have equal opportunities to transfer data.
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The friendliness between TCP-TP and the traditional TCP means that TCP-
TP can coexist with the traditional TCP without decreasing the throughput of
the traditional TCP. Both fairness and friendliness are important properties of
a TCP protocol and must be provided [9].
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Fig. 5. Throughput comparison of five simultaneous flows

Figure 5 shows the throughput comparisons when five simultaneous flows
share the same links. Figure 5(a) shows that the TCP-Reno flows achieve a sim-
ilar throughput regardless of the numbers of TCP-LP flows. TCP-TP is friendly
with TCP-Reno because TCP-TP does not decrease the throughput of TCP-
Reno. When five TCP-TP flows share the same link, they also achieve a similar
throughput as shown in Figure 5(b). TCP-TP is, therefore, considered to provide
the fairness among TCP-TP flows.

4 Conclusions

This paper proposed a two-phase congestion control (TCP-TP) scheme where
the sender measures the network bandwidth and controls the transfer rate adap-
tively according to the application’s transfer mode, which is either a bulk data
transfer mode or a non-bulk data transfer mode. TCP-TP controls the network
congestion in two phases, a fair convergence phase and a congestion avoidance
phase, and switches between phases according to the application’s transfer mode.
TCP-TP in a fair convergence mode controls the transfer rate in regards to BDP
and the congestion window in order to reduce a bias against flows with long RTT
and improve network utilizations. TCP-TP in a congestion avoidance phase con-
trols the transfer rate similar to the traditional TCP in order to share bandwidth
fairly. TCP-TP also improves the transmission performance in the wireless net-
works due to the increasing transfer rate quickly in the case when packet losses
caused by link errors reduce the congestion window.
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TCP-TP has been implemented and experimented in real environments. As
the experimental result shows, TCP-TP reduces bias against flows with long RTT
and improves throughputs compared to other TCP variants. The experimental
results also show that TCP-TP share the network bandwidth fairly among TCP-
TP flows as well as TCP-Reno flows.

Future research will improve the accuracy of the measured bandwidth and the
detection of bandwidth changes. Developing analytical models and calculating
the processing overhead of TCP-TP are also yet to be studied.
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Abstract. In this paper, we propose a novel congestion control mechanism of
TCP, by using an inline network measurement technique. By using information
of available bandwidth of a network path between sender and receiver hosts, we
construct quite a different congestion control mechanism from the traditional
TCP Reno and its variants, based on logistic and Lotka-Volterra models from
biophysics. The proposed mechanism is intensively investigated through anal-
ysis and simulation evaluations, and we show the effectiveness of the proposed
mechanism in terms of scalability with the network bandwidth, convergence time,
fairness among connections, and stability.

1 Introduction

Transmission Control Protocol (TCP) is the de facto standard transport layer protocol
of the Internet. It was first designed in the 1970s, and the first Request for Comments
(RFC) on TCP was released in 1981 [1]. Since the Internet has undergone such develop-
mental changes as link bandwidth and number of nodes, TCP has also been frequently
modified and enhanced according to such changes in the network.

One of the most important functions of TCP is its congestion control mechanism [2].
Its main purpose is to avoid and resolve network congestion, and to distribute network
bandwidth equally among competing connections. TCP employs a window-based con-
gestion control mechanism that adjusts data transmission speed by changing the win-
dow size. TCP’s window updating mechanism is based on an Additive Increase Multi-
plicative Decrease (AIMD) policy: a TCP sender continues increasing window size ad-
ditively until it detects a packet loss(es) and decreases it multiplicatively when a packet
loss occurs. In [3], the authors argue that an AIMD policy is suitable for efficient and
fair bandwidth usage in a distributed environment.

However, there are many problems in the congestion control mechanism of the cur-
rent version of TCP (TCP Reno), which have emerged with increases of heterogene-
ity and the complexity of the Internet ([4-6] for some instances). The main reason is
the fixed AIMD parameter values in increasing/decreasing window size, whereas they
should be changed according to the network environment. For example, many previous
papers [7-9] described that the throughput of TCP connections decreases when it tra-
verses wireless links, since TCP cannot distinguish a congestion-oriented packet loss
and a wireless-oriented (link loss and/or handoff) packet loss. In this case, the AIMD
parameters, especially the decreasing parameters, must be changed dynamically accord-
ing to the origins of the packet loss.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 109–121, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Another problem is the low throughput of TCP connections in high-speed and long-
delay networks. In [10], the authors argued that a TCP Reno connection cannot fully
utilize the link bandwidth of such networks, since the increasing parameter (1 packet
per a Round Trip Time (RTT)) is too small and the decreasing parameter, which halves
the window size when a packet loss occurs, is too large for networks with a large
bandwidth-delay product.

Although there are many solutions against the above problems [8-13], almost all
inherit the basic mechanism of the congestion control mechanism of TCP: the AIMD
mechanism triggered by the detection of packet losses in the network. Most previous pa-
pers focused on changing the AIMD parameters according to the network environment.
Since those methods may employ ad hoc modifications for a certain network situation,
their performance is not clear when applied to other network environments.

TCP’s performance is incomplete because the TCP sender does not have an effective
mechanism to recognize the available bandwidth of the network path between sender
and receiver hosts. In a sense, a traditional TCP Reno can be considered a tool that
measures available bandwidth because of its ability to adjust the congestion window
size to achieve a transmission rate appropriate to the available bandwidth. However, it
is ineffective since it only increases window size until a packet loss occurs. In other
words, it induces packet losses to obtain information about the available bandwidth(-
delay product) of the network. All modified versions of TCP using AIMD policy contain
this essential problem.

If a TCP sender recognizes an available bandwidth quickly and adequately, we can
create a further better mechanism for congestion control in TCP. Many measurement
tools have been proposed in the literature [14-16] to measure the available bandwidth
of network paths. However, we cannot directly employ those existing methods into TCP
mechanisms since they utilize a lot of test probe packets; they also require a long time
to obtain one measurement result. Fortunately, we have a method called Inline mea-
surement TCP (ImTCP) that does not include these problems [17, 18]. It does not inject
extra traffic into the network, and it estimates the available bandwidth from data/ACK
packets transmitted by an active TCP connection in an inline fashion. Furthermore,
the ImTCP sender can obtain the information of available bandwidth every 1–4 RTT
that follows well the traffic fluctuation of the underlying IP network. Therefore, we
can make a novel congestion control mechanism of TCP by using an inline network
measurement mechanism.

In this paper, we propose a new congestion control mechanism of TCP that utilizes
available bandwidth information obtained from inline measurement techniques. The
proposed mechanism does not use ad hoc algorithms such as TCP Vegas [19], instead
employs algorithms which have a mathematical background, by which we are able to
mathematically discuss and guarantee its behavior even though it poses a simplifica-
tion of the target system. More importantly, it becomes possible to give a reasonable
background on our selection of control parameters within TCP, instead of conducting
intensive computer simulation and/or choosing parameters in an ad-hoc fashion. We
borrowed the algorithm from biophysics; a logistic equation and a Lotka-Volterra com-
petition model [20] that describe changes in the population of species are applied to
the window updating mechanism of our TCP. This application can be done by consid-
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ering the number of a single species as a window size of a TCP connection, a carrying
capacity as a bottleneck link bandwidth, and interspecific competition among species
as a bandwidth share among competing TCP connections. We present in detail how to
apply the logistic equation and the Lotka-Volterra competition model to the congestion
control algorithm of TCP as well as analytic investigations of the proposed algorithm.
Then, we can utilize the existing discussions and results on various characteristics of the
model, including stability, fairness, and robustness. Giving those characteristics to TCP
is our main purpose of the current study. We also present some preliminary simulation
results to evaluate the proposed mechanism and show that, compared with traditional
TCP Reno and other TCP variants it utilizes network bandwidth effectively, quickly,
and fairly.

The rest of this paper is organized as follows. In Section 2, we import two mathemat-
ical models from biophysics: the logistic equation and the Lotka-Volterra competition
model. The transition of those models to the data transmission rate control algorithm
in computer networks is presented. Then we propose a new congestion control mech-
anism with inline network measurement and discuss its characteristics in Section 3. In
Section 4, we show some simulation results to evaluate the performance of the proposed
mechanism. We finally conclude this paper and offer future work in Section 5.

2 Mathematical Models Applied to a Congestion Control
Mechanism

In this section, we briefly summarize the mathematical models from biophysics utilized
by our proposed mechanism to control the congestion window size of a TCP connection.

2.1 Logistic Equation

The logistic equation is a formula that approximates the evolution of the population of a
species over time. Generally, the increasing rate of a species population becomes larger
as the species population becomes larger. However, since there are various restrictions
about living environments, the environmental capacity, which is the maximum of the
population of the species, exists. The logistic equation approximates such changes in
the species population:

dN
dt

= ε
(

1− N
K

)
N

where t is time, N is the number of species, K is the carrying capacity of the envi-
ronment, and ε is the intrinsic growth rate of the species. Fig. 1 shows changes of the
species population (N) as a function of time where K = 100 and ε changes to 0.6, 1.8,
2.4, and 3.0. Looking at lines with ε = 0.6 and 1.8, we can observe the following char-
acteristics of the logistic equation; when N is much smaller than K, the increasing speed
of N becomes larger as N increases. On the other hand, when N becomes close to K,
the increasing rate decreases and N converges to K. As ε increases from 0.6 to 1.8, the
convergence time becomes small at an expense of some overshoot. When ε is 2.4 or
3.0, however, N does not converge to K and remains unstable. This is a well-known
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characteristic of the logistic equation, where ε should be less than 2.0 to successfully
converge N to K.

We consider that the increasing trend of N in the logistic equation can be applied
to the control of the data transmission speed of TCP. That is, by considering N as the
transmission rate of a TCP sender and K as the physical bandwidth of the bottleneck
link, rapid and stable link utilization can be realized. However, the logistic equation
describes the population of one species, whereas there are two or more TCP connec-
tions in the practical network. In the next subsection, we introduce an extended model
that describes the changes of the population of two species with interaction between
themselves.

2.2 Lotka-Volterra Competition Model

The Lotka-Volterra competition model is a famous model for the population growth
of two species including interspecific competition between them. In the model, a lo-
gistic equation is modified to include the effects of interspecific competition as well
as intraspecific competition. The Lotka-Volterra model of interspecific competition is
comprised of the following equations for the population of species 1 and 2, respec-
tively:

dN1

dt
= ε1

(
1− N1 + γ12 ·N2

K1

)
N1 (1)

dN2

dt
= ε2

(
1− N2 + γ21 ·N1

K2

)
N2 (2)

where Ni, Ki, and εi are the population, the environmental capacity, and the intrinsic
growth rate of the species i, respectively. γi j is the ratio of the competition coefficient
of species i on species j.

In this model, the population of species 1 and 2 does not always converge to some
value larger than 0, and in some cases one of them sometimes dies out. It depends on the
value of γ12 and γ21. It is a well-known characteristic that when the following conditions
are satisfied, the two species survive in the environment:

γ12 <
K1

K2
, γ21 <

K2

K1
(3)

Assuming that the two species have the same characteristics, they have the same values
of K, ε , and γ , Equations (1) and (2) can be written as follows:

dN1

dt
= ε

(
1− N1 + γ ·N2

K

)
N1 (4)

dN2

dt
= ε

(
1− N2 + γ ·N1

K

)
N2 (5)

Note that the conditions in Equation (3) become γ < 1. Fig. 2 shows the change in the
population of the two species by using Equations (4) and (5), where species 2 join the
environment in 10 time units after species 1. We can observe from this figure that the
population of the two species converges quickly at the same value, which is considered
an ideal behavior for the control of the transmission rate in computer networks.
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2.3 Application to Transmission Rate Control Algorithm

In a practical network there are usually more than two TCP connections sharing a net-
work bandwidth. We can easily extend Equations (4) and (5) for n species as follows:

dNi

dt
= ε

(
1− Ni + γ ·∑n

j=1,i�= j Nj

K

)
Ni (6)

When we consider Equation (6) as the control algorithm for the data transmission rate
for TCP connection i (Ni), it is necessary for connection i to know the data transmission
rates of all other connections that share the same bottleneck link. This assumption is
quite unrealistic in the current Internet. However, when we obtain the available band-
width for connection i with the inline measurement mechanism [17], we can approxi-
mate the sum of the data transmission rates of all of other connections as follows:

n

∑
j=1,i�= j

Nj = K−Ai

Thus, Equation (6) becomes as follows;

dNi

dt
= ε

(
1− Ni + γ · (K−Ai)

K

)
Ni (7)

where Ni, and Ai are the data transmission rate and the available bandwidth for con-
nection i. K is the physical bandwidth of the bottleneck link, where we assume that all
connections share the same bottleneck link. Our proposed mechanism assumes that we
can obtain Ai and K by using the inline network measurement. The current version of
ImTCP [17, 18] can measure Ai with high accuracy in various conditions of the net-
work. Therefore, we consider that the proposed mechanism can set Ai by ImTCP. On
the other hand, because a physical bandwidth measurement algorithm is now under con-
sideration, we directly set K to the correct value. However, the change of the physical
bandwidth of the network path is smaller than that of the available bandwidth, so we
can expect that the measurement error is also smaller. Hence, we consider that the ef-
fect of the measurement error of the physical bandwidth (K) on the performance of the
proposed mechanism is negligible when we use the measurement results of the physi-
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cal bandwidth. In our proposed mechanism, we use the above equation as a rate control
algorithm of a TCP sender host. In the next section, we present the control algorithm of
the window size of the TCP sender host, using the above equation.

3 Proposed Congestion Control Mechanism of TCP

3.1 Proposed Mechanism

A TCP sender controls its data transmission rate by changing its window size when it
receives an ACK packet. Here we convert Equation (7) to obtain an increasing algorithm
of the window size in TCP. The window size of connection i, wi, is calculated from Ni,
the transmission rate, by the following simple equation:

wi = Ni ·base rtti

where base rtti is the minimum value of the RTTs of connection i. Then Equation (7)
can be rewritten as follows:

dwi

dt
= ε

(
1− wi + γ ·base rtti · (K−Ai)

K ·base rtti

)
wi

We next change the equation in RTT.

dwi

drtt
= ε

(
1− wi + γ ·base rtti · (K−Ai)

K ·base rtti

)
wi (8)

Finally, we derive the amount of the increase in window size when an ACK packet
is received at the TCP sender by considering that wi ACK packets are received in one
RTT:

Δwi = ε
(

1− wi + γ ·base rtti · (K−Ai)
K ·base rtti

)
This is the fundamental equation in increasing window size in our proposed mech-

anism. Since this equation requires the measurements of the available bandwidth and
physical bandwidth of a network path, we use the same algorithm as TCP Reno for
window updating algorithm until the measurement results are obtained through inline
network measurements. In cases of packet loss(es), window size is decreased in iden-
tical way to TCP Reno. When a timeout occurs, sender TCP discards all measurement
results, window size is reset to 1, and the slow-start phase begins as a TCP Reno sender
does.

3.2 Characteristics of the Proposed Mechanism

Here we briefly summarize the characteristics of the proposed mechanism:
– Scalability with network bandwidth

When we consider one TCP connection in the network, the window size w(t) is
represented as the following formula from the Equation (8):

w(t) =
w0 ·K ·base rtti

w0 +(K ·base rtti−w0) · e−εt
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where w0 is an initial value of window size. Here we assume
w0 = (1−b) ·K ·base rtti and wt = c ·K ·base rtti, and calculate the time T it takes
to increase the window size from w0 to wt . Then,

T =
1
ε
· log

(
c

1− c
· b

1−b

)
Note that T is independent on K, the physical bandwidth of the bottleneck link,

meaning that our proposed mechanism can increase its window size in the same
time regardless of the network bandwidth.

– Convergence time
As shown in Figures 1 and 2, the transmission rate size quickly converges to a
certain value. Note that ε ≤ 2 is required for stable convergence.

– Stability
In the original Lotka-Volterra competition model, γ < 1 is required for the sur-
vival of the two species in the environment when the environmental capacity of
the two species are the same. This characteristic can also be satisfied in our pro-
posed mechanism. However, in a practical network, all connections do not always
have the same physical link capacity, especially when the access link bandwidth is
relatively small. We comment on this issue in Section 4.

– Lossless behavior
When n TCP connections exist in the network, the sum of the converged window
sizes of all connections becomes:

n

∑
i=1

wi =
n

1 +(n−1) · γ ·K ·base rtti

This means that the sum of the window size increases when n increases. However,
it is limited by K·base rtti

γ , obtained by calculating limn→∞ ∑n
i=1 wi from the above

equation. That is, when the buffer size of the bottleneck router is enough large, no
packet loss occurs. Note that the traditional TCP Reno cannot avoid periodic packet
losses due to its window control algorithm.

– Fairness among connections
From Equation (7), it is obvious that the converged window sizes of all TCP con-
nections become identical when they have the same value as the physical bandwidth
K. However, a problem may emerge when K is different among connections, which
is discussed in Section 4.

4 Simulation Results

In this section, we present some simulation results to evaluate the performance of the
congestion control mechanism proposed in Section 3. We used ns-2 [21] for the sim-
ulation experiments. The traditional TCP Reno, HighSpeed TCP (HSTCP) [10] and
Scalable TCP [12] were chosen for performance comparison. In our proposed mecha-
nism, the available bandwidth information was obtained through an inline measurement
mechanism. Note that we directly give the physical bandwidth information to the TCP
sender since there is currently no effective mechanism to measure the physical band-
width in an inline fashion. We set ε = 1.95 and γ = 0.9 for the proposed mechanism.
For HSTCP, we use the parameters described in [10].
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Fig. 3. Network topology in simulation experiments

The network model used in the simulation is depicted in Fig. 3. It consists of
sender/receiver hosts, two routers, and links between the hosts and routers. Ntcp TCP
connections are established between TCP sender i and TCP receiver i. For creating
the background traffic, we inject UDP packets at the rate of rudp into the network.
That is, Ntcp TCP connections and an UDP flow share the bottleneck link between the
two routers. The bandwidths of the bottleneck link and the access link for the UDP
sender/receiver are all set to BW , and the propagation delays are τ and τu, respectively.
The bandwidth and the propagation delay of the access link for TCP sender i are bwi and
τi, respectively. We deployed a Taildrop discipline at the router buffer, and the buffer
size is set to twice the bandwidth-delay product of the bottleneck link between the two
routers.

We first confirm the fundamental behavior of the proposed mechanism with one
TCP connection (Ntcp = 1). Fig. 4 shows the change in the window size of TCP Reno,
HSTCP, Scalable TCP and the proposed mechanism, where we set bw1 = 100 Mbps,
τ1 = 5 msec, BW = 100 Mbps, τ = 40 msec, τu = 5 msec and rudp = 50 Mbps. This re-
sult shows that TCP Reno, HSTCP and Scalable TCP connections experience periodic
packet losses due to buffer overflow, since they continue increasing the window size
until packet loss occurs. On the other hand, the window size of the proposed mecha-
nism converges to an ideal value quickly and no packet loss occurs. Furthermore, the
increasing speed is much larger than that of HSTCP and Scalable TCP, meaning that
the proposed mechanism effectively utilizes the link bandwidth.

We next investigate the scalability with link bandwidth of the proposed mechanism
by checking the convergence time, which is defined as the time it takes for the TCP con-
nection to utilize 99% of the link bandwidth. We set Ntcp = 1, τ1 = 5 msec, τ = 40 msec
and τu = 5 msec. Fig. 5 shows the change of the convergence time when we change BW
from 10 Mbps to 1 Gbps, where rudp is set to (0.2 ·BW) Mbps and bw1 is set equal to
BW . In the figure, the average values and the 95% confidence intervals for 10 simula-
tions experiments are shown. From this figure, we can see that the TCP Reno connection
requires quite a large time to fully utilize the link bandwidth since the increasing speed
of the window size is fixed at a small value regardless of the link bandwidth. HSTCP
dramatically reduces the convergence time, but the larger the link bandwidth becomes,
the larger convergence time requires to fill the bottleneck link bandwidth. This means
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that HSTCP is fundamentally unable to resolve the scalability problem of TCP Reno.
In the case of Scalable TCP, the convergence time remains constant regardless of the
link bandwidth, which was confirmed in [12]. However, it is quite larger than that of the
proposed mechanism. The proposed mechanism, however, keeps the smallest and the
almost constant convergence time regardless of the link bandwidth, which shows good
scalability with the network bandwidth as described in Subsection 3.2. The confidence
interval of the proposed mechanism is large because the measurement results have some
errors.

Adaptability to changes in the available bandwidth is also an important character-
istic of the transport layer protocol. To confirm, we set Ntcp = 1, bw1 = 100 Mbps, τ1

= 5 msec, BW = 100 Mbps, τ = 40 msec, and τu = 5 msec, and change rudp so that the
available bandwidth of the bottleneck link is 80 Mbps from 0 to 50 sec, 65 Mbps from
50 to 100 sec, 50 Mbps from 100 to 150 sec, and 80 Mbps from 150 to 200 sec. Fig. 6
presents the change of the throughput of a TCP connection in TCP Reno, HSTCP, Scal-
able TCP and the proposed mechanism. The results obviously show the effectiveness of
the proposed mechanism, which gives good adaptability to the changes of the available
bandwidth. Furthermore, no packet loss occurs even when the available bandwidth sud-
denly decreases. On the other hand, TCP Reno, HSTCP and Scalable TCP connections
experience many packet losses during simulation time, and the link utilization is much
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Fig. 7. Effect of changes in number of connections

lower than 100%. This is the largest advantage of the proposed mechanism which uses
an inline measurement technique.

We also investigate the adaptability and fairness of the proposed mechanism by in-
vestigating the effect of changes in the number of TCP connections. We set Ntcp = 5,
bwi = 100 Mbps, τi = 5 msec (1 ≤ i ≤ 5), BW = 100 Mbps and τ = 40 msec. We do
not inject UDP traffic into the network. TCP connections 1–5 join the network at 0,
100, 200, 300, and 400 sec and stop sending data packets at 500, 550, 600, 650, and
700 sec, respectively. Fig. 7 shows change of window size for the five TCP connections
as a function of simulation time in TCP Reno (Fig. 7(a)) and the proposed mechanism
(Fig. 7(b)). This figure shows that TCP Reno cannot maintain the fairness among con-
nections at all, mainly because it takes long time for all connections to have the fair
window sizes. Furthermore, TCP Reno connections suffer from cyclic packet losses.
On the other hand, the proposed mechanism converges the window size very quickly
and no packet loss occurs when a new connection joins the network. Furthermore, when
the TCP connection leaves the network, the proposed mechanism quickly fill the unused
bandwidth.

Finally we investigate the effect of the heterogeneity of the access network such as
the difference of the access link bandwidth. We set Ntcp = 2, bw1 = 10 Mbps, bw2 =
20 Mbps, τ1 = τ2 = 5 msec, τ = 40 msec, and we change BW from 5 Mbps to 30 Mbps.
We do not inject UDP traffic into the network. Fig. 8 shows the change in the throughput
of the two TCP connections in TCP Reno and the proposed mechanism, as a function
of BW . We observe from the figure that TCP Reno equally shares the bottleneck link
bandwidth regardless of the value of BW . On the other hand, the proposed mechanism
shows an interesting characteristic. When BW < bw1, the two TCP connections equally
share bottleneck link bandwidth. When bw1 < BW < bw2, however, the bottleneck link
bandwidth is distributed proportionally to the ratio of bw1 and bw2. This property can
be explained from the equation utilized by the proposed mechanism. By using Equation
(7), the converged transmission rate for connection i, denoted by N̂i, which have differ-
ent physical link bandwidth (Ki), can be calculated as follows (a detailed calculation is
omitted due to space limitations):
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Fig. 8. Effect of different access link bandwidths

N̂i =
Ki

∑n
i=1 Ki

·BW (9)

It is under the condition of γ < 1. That is, the bottleneck link bandwidth is shared pro-
portionally to the physical bandwidth of each TCP connection. Since a physical band-
width of the network path is defined as a bandwidth of the tightest link between TCP
hosts (a sender and a receiver), the simulation results in Fig. 8 that matches Equation
(9).

We consider that this characteristic is ideal for a congestion control strategy on the
Internet; in the history of the Internet, the ratio of the bandwidth of access network to
that of backbone network has been changing over time [22]. Therefore, compared with
access networks, the resources amount of backbone network are sometimes scarce and
sometimes plentiful. We believe that when backbone resources are small, they should
be shared equally between users regardless of their access link bandwidth. When they
are sufficient, on the other hand, they should be shared according to the access link
bandwidth. The characteristic of the proposed mechanism found in Fig. 8 and Equation
(9) realizes such a resource sharing strategy.

5 Conclusion and Future Work

In this paper, we proposed a new congestion control mechanism of TCP which uti-
lized an inline network measurement technique. The proposed mechanism is based on
the logistic equation and the Lotka-Volterra competition model that represents popula-
tion changes of species. We applied the two models to the transmission rate control in
the computer network and constructed a new algorithm to change the window size of
the TCP connections. Through analysis and simulation evaluations, we confirmed the
effectiveness of the proposed mechanism for scalability, convergence speed, fairness,
stability, and so on.

We consider that by obtaining the important information for congestion control,
for example, the available and physical bandwidth of the network path, we can create
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a much better mechanism for the congestion control of TCP. As research on inline
network measurement techniques advances, other kinds of congestion control for the
Internet will be realized that enhance the performance of TCP. The mechanism proposed
in this paper is the first step in that challenge.

For future work, we will investigate various characteristics of our proposed conges-
tion control mechanism. One of them is fairness property of the proposed mechanism
against the TCP Reno connections. From our preliminary results, we have found that
the TCP Reno uses larger bandwidth than the proposed mechanism when they share the
bottleneck link bandwidth. The main reason is that the proposed mechanism is more
conservative than TCP Reno, which has been found in the previous literature in the
fairness between TCP Reno and TCP Vegas [23, 24]. Now we consider improving the
proposed mechanism to solve this problem, based on the ideas that we regulate the pa-
rameters of the proposed mechanism or we switch the behavior of the proposed mech-
anism according to the existence of TCP Reno connections in the network. Another
research plan is to compare the performance of the proposed mechanism with the other
kinds of congestion control algorithm such as FAST TCP [13], which has similar char-
acteristics in terms of lossless behavior with window size stability. Additionally, we will
investigate fairness among connections with different RTTs, the effect of measurement
errors of available/physical bandwidth, and so on.
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Abstract. Transmission Control Protocol (TCP) is a reliable transport
protocol tuned to perform well in habitual networks made up of links
with low bit-error rates. TCP was originally designed for wired networks,
where packet loss is assumed to be due to congestion. In wireless links,
packet losses are due to high error rates and the disconnections induced
are due to mobility. TCP responds to these packet losses in the same
way as wired links. It reduces the window size before packet retrans-
mission, initiates congestion control avoidance mechanism and resets its
transmission timer. This adjustment results in unnecessary reduction of
the bandwidth utilization causing significant degraded end-to-end per-
formance. A number of approaches have been proposed to improve the
efficiency of TCP in an unreliable wireless network. But researches only
focus on scenarios where TCP sender is a fixed host. In this paper we pro-
pose a novel protocol called V-TCP (versatile TCP), an approach that
mitigates the degrading effect of host mobility on TCP performance. In
addition to scenarios where TCP sender is fixed host, we also analyze
the scenario where TCP sender is a mobile host. V-TCP modifies the
congestion control mechanism of TCP by simply using the network layer
feedback in terms of disconnection and connection signals, thereby en-
hancing the throughput in wireless mobile environments. Several exper-
iments were performed using NS-2 simulator and the results were com-
pared to the performance of V-TCP with Freeze-TCP [1], TCP Reno and
with 3-dupacks [2]. Performance results show an improvement of up to
50% over TCP Reno in WLAN environments and up to 150% in WWAN
environments in both directions of data transfer.

1 Introduction

The research community has been working very hard to find the solutions to the
poor performance of TCP over the wireless networks. Such work can be classi-
fied into 4 main approaches: a) Some researchers have focused on the problem
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at the data link layer level (LL) by hiding the deficiencies of the wireless chan-
nel from the TCP. b) Others believe in splitting the TCP: one for the wired
domain and another for the wireless domain. c) A third group of researchers
believe in modifying the TCP to improve its behavior in the wireless domain.
d) A final group is those who believe in the creation of new transport protocols
tuned for the wireless networks. While several approaches have been proposed
for mitigating the effect of channel conditions,[3] [4] [5] [6] [7] of late approaches
that tackle mobility induced disconnections have also been proposed [1] [2] [10].
But all these approaches only concentrate on scenarios where TCP sender is a
fixed host (FH) and they do not perform good when the sender is a mobile host
(MH). Moreover some of these approaches require modifications to the TCP at
FH [5] as well as some are susceptible to scalability issues. [4] In this paper
we propose a novel protocol V-TCP (versatile TCP) that mitigates the degrad-
ing affect of mobility on TCP performance. V-TCP is designed to improve the
TCP performance in mobile environments in duplex ways, i.e. from MH to FH
as well as FH to MH. This protocol requires only modification to TCP at MH
and is based on network providing feedback about the mobility status in terms
of connection and disconnection event signals. V-TCP uses the connection and
disconnection signals to freeze/continue ongoing data transfer and changes the
action taken at RTO event, thereby leading to enhanced throughput. Through
simulation we have shown that V-TCP performs better than freeze-TCP, TCP
Reno and 3-dupack. The results show that V-TCP achieves an improvement of
up to 50environments in both directions of data transfer. This paper is organized
as follows. In section 2 we analyze the motivation and the related approaches.
In section 3 V-TCP’s mechanism is introduced. In section 4 experiments using
the simulator are presented. Finally in section 5 we compare our approach with
other approaches that were proposed earlier. We wrap up our contributions in
section 6.

2 Design Alternatives and Related Work

There have been many wireless enhancements proposed over the last decade.
Many approaches that attempt to reduce the detrimental effects of mobility on
TCP performance have been proposed [1] [2] [10]. Our main focus is the approach
that requires modifications only in MH [1] [2]. Our approach V-TCP falls in this
category. Let’s now examine the weakness of the existing approaches.

The Freeze-TCP Approach [1]. It requires an indication of the looming
disconnection by the network layer at the MH. The disadvantage of this approach
is that how fast a prediction about the disconnections by the network layer is
needed to be available to the TCP at the MH. If it is available faster than RTT
of the connections, this may lead to degraded performance by the freeze-TCP.
Moreover RTT values differ depending on the connections and this adds to the
difficulty in accurate predictions.
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3-Dupacks Approach [2]. It requires information about the ongoing mobility
to the TCP layer at MH by the network layer. The drawback in this approach is
that, the TCP (sender) at FH reduces the congestion window (cwnd) and slow
start threshold (ssthresh) parameters when it enters fast recovery phase, thus
resulting in degraded throughput.

TCP Reno. It retains all the enhancements of TCP Tahoe and also incorporates
a new algorithm, the fast recovery algorithm. Fast recovery is based on the fact
that a dupack indicates that a segment has left the network.One performance
problem of the Reno TCP is that, if multiple packets are lost from one window
of data during the Fast Retransmit and Fast Recovery, the TCP source has to
wait for the RTO to expire.

3 V-TCP Mechanism

The main idea of designing V-TCP is to improve the performance of TCP in
wireless mobile environments in the presence of temporary disconnections caused
by mobility. Unlike previous research approaches, V-TCP not only improves the
performance when the TCP sender is a FH, but also when TCP sender is a MH.
The only change required in the V-TCP mechanism is to modify the network
stack at the MH and also it requires feedback regarding the status of the connec-
tivity. V-TCP makes reasonable assumptions which are similar to the network
layer in wireless mobile environments like mobile IP [11]. V-TCP assumes that
a network layer sends connection event signal to TCP, when MH gets connected
to the network and a disconnection event signal, when the MH gets disconnected
from the network. V-TCP utilizes these signals for freeze/continue data transfer
and changes the actions taking place at RTO (Retransmission Time Out event),
leading to enhanced TCP throughput. The mechanism of V-TCP is explained
as follows.

3.1 Data Transfer from MH to FH

We consider 3 event signals here for our analysis.

Disconnection Event Signal. V-TCP’s behavior under different disconnec-
tion scenarios is explained in the Fig 1. Case 1 Sending window open. V-TCP
cancels the retransmission timer and does not wait for Ack for the packets that
were sent before disconnection. Case 2 Sending window closed. V-TCP waits for
ack, and does not cancel the retransmission timer, but waits for the RTO to
occur.

Connection Event Signal. V-TCP assumes that a network layer sends con-
nection event signal to TCP when MH gets connected to the network. Case1
Sending window open. V-TCP sets the retransmission timer after the data is
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Fig. 1. V-TCP’s behavior under different disconnection scenarios

sent. Because all the Acks are cumulative, any Ack for the data that had been
newly sent also acknowledges the data sent before disconnection. Case2 Send-
ing window closed (RTO occurred). V-TCP retransmits if the sending window
is closed and RTO occurred.Case3 Sending window closed (RTO not occurred).
V-TCP waits for an RTO event to occur.

Retransmission Time Out Event Signal. V-TCP utilizes these signals for
freeze/continue data transfer and changes the action taken place at RTO (Re-
transmission Time Out event), leading to enhanced TCP throughput. V-TCP
first checks, if there had been any disconnection in the network. If the disconnec-
tion had taken place (case2 as seen in Fig 2) then, V-TCP sets the ssthresh=cwnd
at the time of disconnection, instead of reducing the ssthresh (behavior of TCP)
and also sets cwnd=1. But in the case where a connection had occurred (case 3
as seen in Fig 2), V-TCP retransmits the lost packets without any modification
to ssthresh and cwnd parameters. Thus V-TCP promptly salvages the cwnd
value prior to disconnections, thus reducing under utilization of the available
link capacity.

3.2 Data Transfer from FH to MH

V-TCP will delay the Ack for the last two bytes by ”x’ milliseconds (nearly 800
milliseconds)[8].

Disconnection Event Signal. Once disconnected the network connectivity
status is updated.
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Fig. 2. V-TCP’s behavior under different disconnection scenarios

Connection Event Signal. TCP acknowledges the first bytes with ZWA (zero
window advertisement) and second bytes with a FWA (full window advertise-
ment). TCP at FH will process these acks as they have a higher sequence number
than the previous Acks received [8]. The ZWA will cause the TCP sender at FH
to freeze its retransmission timer, without reducing the cwnd. Thus TCP at FH
is prevented from entering into congestion control mechanism when packets are
lost and when the MH is disconnected.

4 Simulations

We have performed several experiments using simulation. V-TCP, freeze-TCP
and 3-dupack were implemented in the network simulator ns-2 [9]. In the ns-2
simulator TCP Reno is already implemented. The only modification required is
mobile IP [11] for providing mobility information to the TCP agent. The mobility
of the MH is maintained by a variable, Network status, in the TCP agent whose
values changes from connection to disconnection or vice versa, determined by a
disconnection timer handler.

4.1 Network Topology

The network topology is shown in Fig.3. An FTP application simulated a large
data transfer, with a packet size 1000 of bytes and the throughput of TCP con-
nections was measured. Values ranging from 50ms to 5s were chosen as discon-
nection duration. Larger values occur in WWAN and smaller values for WLAN.
The disconnection frequency was chosen as 10seconds, indicating a high mobility.
The RTT was chosen as 8ms for WLAN 800ms for WWAN. The link capacity
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Fig. 3. Network Topology

(c) is 10Mbps for 8ms RTT (WLAN) and 100 kbps for 800ms RTT (WWAN).
The capacity of both links, i.e. FH to BS and BS to MH are maintained equal
to avoid any packet loss due to buffer overflow in the routers. The simulations
were carried out for 100sec for WLAN environment and 1000sec for WWAN
environment.

5 Performance Evaluation

The performance of V-TCP is explained for both directions and the results are
compared with TCP Reno, Freeze-TCP and 3-dupack.

5.1 Data Transfer from MH to FH

As seen from Fig 4 and 5 V-TCP shows an increased throughput when compared
to TCP Reno. Since there are no approaches in freeze-TCP and 3-dupacks for
MH being TCP sender, therefore only TCP Reno is compared V-TCP in this
case. We point the factors that lead to the increase throughput of V-TCP.

No Idle Period. When a RTO event occurs due to disconnection TCP Reno
retreats exponentially. Upon MH reconnection, TCP Reno waits for the retrans-
mission timer (RTX) to expire. Thereby the TCP Reno has to be idle until the
RTX expires. As the disconnection period increases, the number of RTO events
also increases. This result in exponentially increasing RTX values, thereby in-
creasing the idle period for TCP Reno before it tries for retransmission. But in
the case of V-TCP it does not have this idle period and thereby increases the
performance.
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Fig. 4. Data transfer from MH to FH RTT 8̃ms

RTO Event. At each event of RTO, TCP Reno reduces the ssthresh to half. If
a RTO occurs when a MH is disconnected it is undesirable. But in the case of V-
TCP, ssthresh is not reduced, instead it sets ssthresh equal to cwnd value reached
at the time of disconnection. This results in V-TCP attaining a full window
capacity faster than TCP Reno. There is a significant increase in throughput for
V-TCP over TCP Reno for large RTT connections. This is because connections
with large RTT have analogous large values of RTX,thereby increasing the idle
period for TCP Reno. Performance results show an improvement of up to 50%

Fig. 5. Data transfer from MH to FH RTT 8̃00ms
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improvement over TCP Reno for short RTT connections and up to 150% in the
case of long RTT connections, with long periods of disconnection.

5.2 Data Transfer from FH to MH

We now compare the performance for FH to MH of V-TCP with TCP Reno, 3-
dupacks and freeze-TCP. As seen in Fig 5 and 6, there is significant improvement
in performance of V-TCP over TCP Reno and 3-dupacks.

Fig. 6. Data transfer from FH to MH RTT 8ms

WLAN Environment. For long disconnection intervals we see that V-TCP
and freeze-TCP showed an improvement of 50 %. But in WLAN environments,
the idle period after reconnection is the prime factor for degraded throughput
rather than reduction of cwnd. Both V-TCP and freeze-TCP perform better
than TCP Reno by reducing the idle period.

WWAN Environment. In the case of small disconnections periods the per-
formance of V-TCP and freeze-TCP are almost very similar. For disconnections
up to 1000ms, both V-TCP and freeze-TCP showed up to 150% improvement
over TCP Reno.But for longer disconnection period V-TCP showed only 65%
improvement whereas freeze-TCP showed 150% improvement over TCP Reno.
However freeze-TCP depends on predicting impending disconnection and its
throughput was observed to be sensitive to variations in the prediction period.
Fig 7 shows the V-TCP output for various values of ’x’. In WWAN environments,
the main features that degrade the performance are idle period and reduction of
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Fig. 7. Data transfer from FH to MH RTT 800ms

cwnd. For small disconnections periods where no RTO occurs, V-TCP doesn’t
change the cwnd value and hence achieves the same throughput as freeze-TCP.
But in case of long disconnection period, V-TCP can prevent the reduction in
cwnd value and hence the throughput is much better than Freeze TCP. V-TCP
is also able to reduce idle period and perform much better than TCP Reno.

6 Conclusion

We have illustrated the V-TCP mechanism to alleviate the degrading effect of
host mobility on TCP performance. It requires modifications only to TCP at MH
and is optimized for data transfer from MH to FH as well as FH to MH. V-TCP
uses feedback from the network layers at MH in terms of disconnection and con-
nection signals, to swiftly regain the full window after the MH gets reconnected.
Several simulated experiments were performed and the results of V-TCP were
compared with 3-dupack, TCP Reno and freeze-TCP. V-TCP significantly per-
forms better than TCP Reno in both directions of data transfer. Performance
results show an improvement of up to 50% over TCP Reno in WLAN envi-
ronments and up to 150% in WWAN environments in both directions of data
transfer. As mentioned earlier 3-dupack and freeze-TCP approaches do not deal
with data transfer from MH to FH and hence we compare them only for FH to
MH. We wrap up by proposing a new approach called V-TCP, that performs
better than TCP Reno and 3-dupack and generally analogous to that of freeze-
TCP. Thus this new approach alleviates the degrading effect of host mobility in
TCP.
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Fig. 8. Data transfer from FH to MH for various x values
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Abstract. We study the unfairness problem for TCP Vegas. There are
three sources to cause the unfairness for Vegas: α < β, over-estimation
of base RTT, and multiple congested gateways. To solve the unfairness
caused by multiple congested gateways, we propose a new version of
Vegas–Adaptive Vegas(A-Vegas) which assigns the value of parameters
adaptively according to the number of congested gateways. Simulation
shows that A-Vegas not only can solve the unfairness caused by mul-
tiple congested gateways, it also reduces the unfairness caused by over-
estimation. We also introduce a new fairness index, RNBS (normal band-
width sharing ratio), which indicates the ratio of the amount of band-
width grabbed by a connection to the uniformly distributed bandwidth.

1 Introduction

TCP Vegas was proposed by Brakmo, O’Malley and Peterson as a replacement of
TCP Reno in 1994([3]). Recently, several researches pointed out that TCP Vegas
exhibits unfairness problems (see [1], [2], [5],[7], [8] and [11]). The unfairness can
be caused by three reasons. The first two of them are: α < β and over-estimation
of the base RTT. Hasegawa et al. in [7] proposed an enhanced Vegas by setting
α = β and showed that, in both homogeneous and heterogeneous cases, TCP
Vegas with α = β can achieve a better fairness. In [2], the authors pointed out
that taking α = β can not cancel the unfairness caused by over-estimation. The
authors of [5] noticed another type of unfairness: the unfairness for flows with
multiple congested gateways.

Notice that the third type unfairness is different from the other two types.
The unfairness problems caused by α < β and overestimation of base RTT are
“pure” unfairness. By “pure” we mean that they do not depend on the standard
of fairness. In other words, they are unfair according to any common used fairness
definition. But the unfairness caused by multiple congested gateways is according
to max-min fairness. As it is well known, Vegas is proportionally fair (see, e.g.,
[10]). Although a flow with multiple congested gateways can only get a very small
amount of bandwidth comparing with a flow with a single congested gateway,

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 132–141, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Adaptive Vegas: A Solution of Unfairness Problem for TCP Vegas 133

we would call it “fair” according to the proportional fairness. In our point of
view, the proportional fairness is not a good criterion in this situation.

The motivation of this paper is to find a solution for the unfairness problem
for TCP Vegas. We start with analyzing the unfairness from the three sources
by throughput rate of Vegas flows in steady state. We notice that the reason
of unfairness for flows with multiple congested gateways is that Vegas uses the
same parameters α and β for all TCP connections. This unfairness problem can
be relieved if we allow a Vegas source to choose parameters (α and β) according
to the number of congested gateways. Hence we suggest to set the values of the
parameters α, β as increasing functions of the number of congested gateways.
However, it is impossible to detect the number of congested gateways in an end-
to-end manner. We propose a way to estimate the number of congested gateways
with the aid of extra information from the gateways along the path. We let all
the congested gateways mark3 an incoming packets randomly with the same
marking probability and the source estimates the number of congested gateways
according to the marking information. We find that by applying dynamically
adaptive parameter α (= β), it not only can solve the unfairness caused by
multiple congested gateways, it also improves the fairness problem caused by
the overestimation of the propagation delay. Evidently, it also eliminates the
unfairness caused by α < β.

In section 2, we first briefly recall the TCP Vegas’s congestion control algo-
rithm and then analyze the unfairness from three different sources in a unified
way: to analyze the throughput rate of Vegas flows in steady state. Section 3
presents our resolution for the unfairness problem caused by multiple congested
gateways: Adaptive Vegas (A-Vegas). In section 4 we evaluate the performance
of A-Vegas by simulation results. We conclude this paper and point out the
limitation of A-Vegas in section 5.

2 Unfairness Problem in TCP Vegas

2.1 TCP Vegas’s Congestion Control

TCP Vegas defines a variable “Diff ” as the product of the minimum round trip
time and the rate difference between the actual rate and the non-congestion rate

Diff := (
W

baseRTT
− PktsT rans

rtt
)× baseRTT (1)

where W is the current window size–the number of packets currently in transit,
PktsTrans is the number of packets transmitted during the last Round Trip
Time(RTT), rtt is the average RTT of the segments acknowledged during the last
RTT and baseRTT is the RTT when there is no congestion for the connection.

3 Here packet marking is realized as [5], the gateway marks the packet by setting the
CE bit in the IP packet and the TCP sender can read that bit through ECN bit in
the TCP packet header.
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In practice, Vegas uses the minimum RTT the TCP connection ever experienced
so far as the baseRTT.

In the steady state where W = PktsTrans, (1) can be simplified as:

Diff = (
W

baseRTT
− W

RTT
)× baseRTT. (2)

By (2), “Diff ” can be explained as the number of extra packets buffered on
the gateways among all packets in flight (window size). The number of packets
buffered in the connection path will decide whether the TCP source should in-
crease or decrease the congestion window size to adjust the throughput according
to the available bandwidth for that connection.

When Diff is less than α, Vegas will increase the congestion window size by
1 in next RTT ; when Diff is greater than β, Vegas will decrease the window size
by 1 in next RTT ; otherwise, when Diff is between α and β, Vegas keeps the
congestion window unchanged. Putting all together,

W =

⎧⎪⎨⎪⎩
W + 1, if Diff < α,

W, if α ≤ Diff ≤ β,

W − 1, if Diff > β.

Roughly speaking, α, β represent respectively the lower and upper bound of the
bocklogged packets from a TCP connection without changing its window size.

2.2 Analysis of the Unfairness Problem in TCP Vegas

As stated in Section 1, there exist three sources causing the unfairness problem
for TCP Vegas: α < β, over estimation of base RTT, and multiple congested
gateways. In the following we give an analysis of the unfairness problem of TCP
Vegas by analyzing the throughput rate of a Vegas flow in the steady state.

Use Dq to denote the queuing delay of a TCP connection. Then Dq = RTT−
baseRTT . Thus (2) can be rewritten as

Diff =
Dq ·W
RTT

. (3)

When Vegas reaches its steady state, the window size, queuing delay and round
trip time will keep unchanged. Then Diff will be fixed at a value in the interval
[α, β]. Then by (3) we can get a formula for the throughput rate:

Rthroughput =
W

RTT
=

Diff
Dq

(4)

(4) gives us the following consequence:
Consequence. The throughput rate of a TCP Vegas flow is proportional to the
value of Diff and is inversely proportional to its queuing delay. The propagation
delay does not affect the throughput.
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We analyze the three sources of unfairness using the above consequence.
1. α < β. If we take α < β, when Vegas approaches to the steady state, it

is possible that different flows have different value of Diff. If two flows have the
same queuing delay then we have

Rthroughput(flow1)
Rthroughput(flow2)

=
Diff(flow1)
Diff(flow2)

(5)

The ratio Diff(flow1)
Diff(flow2)

can be fixed at any value from α/β to β/α. If Diff(flow1) = α

and Diff(flow2) = β, then the throughput of flow2 is β/α times of that of flow1.
In addition, in the implementation of Vegas, it is not really to compare Diff

with α and β, but use the nearest integer of Diff, �Diff+0.5� to replace the value
of Diff. Then the ratio Diff(flow1)

Diff(flow2)
can reach to β+0.5

α−0.5 . In particular, when α = 1
and β = 3, the throughput of one flow can be 7 times of the other. Nevertheless,
the larger the value of the ratio β/α, the heavier the unfairness from this source.

To analyze the other two sources we take α = β.
2. Overestimation of base RTT. Because Vegas taking the minimum

round time RTTmin as the baseRTT and the existing of the queuing delay,
it is almost impossible for a Vegas source to measure the baseRTT correctly,
especially for a latterly joined flow. The measured Diff value is given by

Diffmeasured =
(RTT −RTTmin) ·W

RTT
(6)

Because of the over-estimation, the real value of Diff is greater than the mea-
sured value. We have Diff

Diffmeasured
= RTT−baseRTT

RTT−RTTmin
. If RTTmin is very close to

RTT , this ratio can be very large. For a flow without over-estimation of the
baseRTT , the throughput rate is given by α

Dq
in the steady state. But for a flow

with over-estimation we have Diffmeasured = α in the steady state, the through-
put is given by

Rthroughput(flowover est) =
Diff
Dq

=
α

Dq
· Diff
α

=
α

Dq
· RTT − baseRTT

RTT −RTTmin
(7)

From (7) we see that a flow with over-estimation can have very large throughput
comparing with a flow without over-estimation.

3. Multi-congestion. Now we consider the case that a flow which has n (>
1) congested gateways shares a congested gateway with another flow which has
only one congested gateway. To emphasize the unfairness caused by multiple
congested gateways, we neglect the effect of overestimation. Let Dq(flow1) and
Dq(flow2) be the queuing delays of the two flows respectively. Then, if the two
flows use the same value of α, then by (4) we get

Rthroughput(flow1)
Rthroughput(flow2)

=
α/Dq(flow1)
α/Dq(flow2)

=
Dq(flow2)
Dq(flow1)

(8)

If the first flow encounters the same queuing delay in each of the n congested
gateways, then its throughput is only 1/n of that of the second flow.
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Now it is clear that the fact a flow with multiple congested gateways having
a very small throughput rate is because that it has a large queuing delay and it
uses the same value of α as other flows.

It seems that the problem can be solved by setting the value of α proportional
to the number of congested gateways. However, the congestion level of different
gateways may not be the same: while some of them are congested severely the
others may have very mild congestion. Because of this, setting the value of α
proportional to the number of congested gateways may benefit the flow with mul-
tiple congested gateway more than necessary and causes unfairness in opposite
direction.

The three sources of unfairness may interact with each other. The unfairness
caused by one source might be cancelled by other sources. It is also possible they
all work together and make the situation much worse.

To evaluate the fairness of bandwidth sharing in one link, Jain et al in [9]

defined a fairness index F =
[

n∑
i=1

Xi]
2

n
n∑

i=1
X2

i

. But F is not efficient to reflect the fairness

for an individual. For example, when n is large, if we have X1 = 0 and X2 =
· · · = Xn = 1 then F = 1− 1

n which is very close to 1. But it is absolutely unfair
for X1.

We introduce a metric, normal bandwidth sharing ratio (RNBS), to quantify
the fairness for an individual flow. Let

RNBS(flowi) =
average throughput of flowi

bandwidth/N
(9)

where N is the total number of flows of the gateway in consideration. That the
RNBS of certain flow is close to 1 means that it obtains a fair share, while greater
than 1 means that the flow is too greedy and less than 1 means that it is too
conservative. If the average value of RNBS for all flows is less than 1, it means
that the bandwidth is under utilized. The normal bandwidth sharing ratio can
sharply describe how fair it is to an individual.

3 Adaptive Vegas – A Way to Solve the Multi-congestion
Unfairness Problem

As stated in last section, the unfairness in multi-congestion case is due to the
fixed boundaries (α and β) for different TCP connections. Then one possible
solution is to have dynamic boundaries, which make α and β change according
to the number of congested gateways, i.e. set α and β as increasing functions
of n, the number of congested gateways. The functions α(n) and β(n) will be
based on the following principles:

1. α(n) = β(n);
2. α(n) is increasing with respect to n;
3. for small n, α(n) will be close to α0n; for large n, α(n) will be increasing

much slower than α0n. Here α0 > 0 is a constant.



Adaptive Vegas: A Solution of Unfairness Problem for TCP Vegas 137

To take α(n) = β(n) is to avoid the unfairness caused by α < β. The reason
of the second principle is evident. As pointed out in last section, because the
congestion level in different gateways are different, if we take α(n) proportional to
n, it may benefit the flow with multiple congested gateways more than necessary
and causes unfairness in opposite direction. This is the reason behind the last
principle.

Based on the above principles, we choose

α(n) = α0n
γ , (10)

for n ≥ 1, where 0 < γ < 1 is a constant.
Now the key problem is converted to how to measure n for each TCP con-

nection. It seems that it is impossible to solve it in an end-to-end way.
We propose a method to estimate the number of congested gateways with

the aid of extra information from gateways along the path. We let each con-
gested gateway (the buffer of which is non-empty) to mark an incoming packet
independently with a uniform probability p. If there are n congested gateways
along the path, then the end-to-end probability for a packet being marked from
the source to the destination is

pend-to-end = 1− (1 − p)n (11)

From (11), we can get n as

n =
ln(1 − pend-to-end)

ln(1− p)
(12)

Since the end-to-end marking probability pend-to-end can be estimated from
the TCP source, it is easy for the source to estimate n according to (12) and then
the source can adjust window size according to α(n). Since n is an estimated
value, it is possible that n < 1 or even n = 0. We need to amend the definition of
α(n) for 0 ≤ n < 1. One simple way is to extend the definition of α(n) = α0n

γ

to include 0 ≤ n < 1, but this would cause other problem. When a flow has
only one congested gateway, and the window size and/or the value of p are/is
small, it is hardly to get a marked acknowledge in one round trip time. It is
also not reasonable to let α = 0 and reduce window according to it, which may
cause under-utilization of the link. We set α(0) = 1

2α(1) and a linear function
for 0 ≤ n ≤ 1 to make α(n) continuous at n = 1, i.e.

α(n) =

{
α0n

γ if n ≥ 1,
α0(1+n)

2 if 0 ≤ n ≤ 1.
(13)

In each round trip time, a TCP Vegas source counts the total number of
received acknowledges, N , and the number of marked acknowledges Nm. Then
it estimate the number of congested gateways by

n̂ =
ln(N −Nm)− lnN

ln(1− p)
(14)
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Next it sets the value of α as α(n̂). And lastly it adjusts the window size according
to Diff greater than or less than α. We name this version of Vegas Adaptive
Vegas (A-Vegas).

4 Performance of A-Vegas

In this section we evaluate the performance of A-Vegas by simulations. We design
the simulation scenario as shown in Figure 1 (take n = 10): We have 10 gate-
ways from G1 to G10 which are connected side by side. The propagation delay
between any two directly connected nodes is 10ms; the bandwidth between any
two directly connected gateways is 2Mbps; the bandwidth between a host and
its connected gateway is 10 Mbps. In this topology, the long TCP connection 0
shares the bandwidth with all short TCP connections on gateway-gateway links.
Connection 0 starts from host H0 and ends at host H11. Connection 1 to 9 are
short TCP connections that start from host Hi and end at its right neighbor host
Hi+1, for 1 ≤ i ≤ 9. For example, short connection 1 starts from host H1 and
ends at host H2. To reflect different congestion conditions at different congested
gateways, we set the number of flows in each connection differently. Without
loss of generality, we let the long connection 0 be made up of 2 flows, the short
connection 1 of 18 flows, short connection 2 of 16 flows, short connection 3 of
14 flows and so on until short connection 9 of 2 flows. Each flow starts a FTP
traffic independently. The simulations run in NS2[10].

G1H0

H1

G2 G3 Gn-2 Gn-1 Gn Hn+1

H2 H3 Hn-2 Hn-1 Hn

con.1 con.2
con.

n-2

con.

n-1

connection 0

Fig. 1. Simulation Topology

Our simulation makes comparisons among three cases of TCP clients:
Case 1: TCP Vegas with α = 1, β=3;
Case 2: TCP Vegas with α = β = 2; and
Case 3: TCP A-Vegas.
For A-Vegas, we take α0 = 2, γ = 0.3, i.e.

α(n) =

{
2n0.3 for n ≥ 1
1 + n for n ≤ 1

and p = 0.15. We run two groups of simulations. First we let all TCP flows start
at the same time. In this way, the effect of over-estimation of baseRTT can be
reduced to the lowest level, since there is no congestion at all at the beginning.
Then we let different flow start at a different time.
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Table 1. Comparison of Throughputs and RNBS for Vegas and A-Vegas (with-
out over-estimation)

Throughput (bytes/s) RNBS
Connection Flow Case 1 Case 2 Case 3 Case 1 Case 2 Case 3

C0

0-1 1745 2970 12215 0.1396 0.2376 0.9772
0-2 1745 2965 12920 0.1396 0.2372 1.0336

Average 1745 2967 12567 0.1396 0.2374 1.0054

C1

1-1 18285 13600 12835 1.4628 1.0880 1.0268
1-2 18285 13600 12660 1.4628 1.0880 1.0128
1-3 18280 13600 12610 1.4624 1.0880 1.0088
1-4 18265 13600 12615 1.4612 1.0880 1.0092
1-5 18265 13600 12850 1.4612 1.0880 1.0280
1-6 18265 13600 12195 1.4612 1.0880 0.9756
1-7 18265 13600 12160 1.4612 1.0880 0.9728
1-8 18265 13600 12375 1.4612 1.0880 0.9900
1-9 18265 13600 12420 1.4612 1.0880 0.9936
1-10 9140 13550 12415 0.7312 1.0840 0.9932
1-11 9140 13550 12230 0.7312 1.0840 0.9784
1-12 9140 13550 12525 0.7312 1.0840 1.0020
1-13 9140 13540 12365 0.7312 1.0832 0.9892
1-14 9140 13535 12860 0.7312 1.0828 1.0288
1-15 9140 13535 12265 0.7312 1.0828 0.9812
1-16 9140 13535 12380 0.7312 1.0828 0.9904
1-17 9140 13535 12275 0.7312 1.0828 0.9820
1-18 9140 13535 12985 0.7312 1.0828 1.0388

Average 13705 13570 12501 1.0964 1.0856 1.0001

Note: C0: the long connection 0; C1: the short connection 1.
Case 1: Vegas, α = 1, β = 3; Case 2: Vegas, α = β = 2;
Case 3: A-Vegas.

Table 1 presents the throughput and RNBS for each flow from the long
connection C0 and short connection C1 when all the TCP start simultaneously.
The simulation duration is 200 second. As expected, Case 1 (Vegas with α = 1,
β = 3) has the worst fairness, because it has two sources of unfairness: α < β
and multiple congestions. The long connection flows can only reach 14% of their
fair share (RNBS=0.1396) where the short connection flows can grab 109% on
average. The differences among short connection flows are very large: while some
flows only obtain about 73%, some others grab more than 146%, 2 times of the
former. This is caused by the α < β unfairness source. Case 2 (Vegas with
α = β = 2) shows that taking α = β has no help for the unfairness caused
by multi-congestions, but it improves the fairness significantly among the short
connection flows. This time the smallest among the short connection flows is
about 108.2% while the largest is about 108.8%, almost the same as the former.
We can see that Case 3, the A-Vegas, gives the best fairness results. Among all
flows, the largest throughput which is 12985 is only 1.07 times of the smallest
one, which is 12160, very close to the average bandwidth which is 12500 byte/s.
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To investigate the improvement of A-Vegas to the fairness problem caused
by over-estimation, we let each flow starts at a different time: flow 1 of C1 starts
at 0 second, then each second after, a new flow starts until the last one, the flow
2 of C9 has started. This duration is 90 seconds. We let the 2 flows of the long
connection C0 start at 40 second and 60 second. This duration of this group of
simulations is 300 seconds.

Table 2. Comparison of Throughputs and RNBS for Vegas and A-Vegas (with
over-estimation)

Throughput (bytes/s) RNBS
Connection Flow Case 1 Case 2 Case 3 Case 1 Case 2 Case 3

C0

0-1 3845 3575 6405 0.3076 0.2860 0.5124
0-2 8925 5630 13160 0.7140 0.4504 1.0528

Average 6385 4602 9782 0.5108 0.3682 0.7826

C1

1-1 5640 4500 7205 0.4512 0.3600 0.5764
1-2 7535 4500 7255 0.6028 0.3600 0.5804
1-3 7520 6750 7360 0.6016 0.5400 0.5888
1-4 7540 6750 7315 0.6032 0.5400 0.5852
1-5 7520 6750 7990 0.6016 0.5400 0.6392
1-6 7520 6750 7870 0.6016 0.5400 0.6296
1-7 9400 6750 8825 0.7520 0.5400 0.7060
1-8 9425 6750 8945 0.7540 0.5400 0.7156
1-9 9400 9000 9100 0.7520 0.7200 0.7280
1-10 11310 9000 10200 0.9048 0.7200 0.8160
1-11 11310 9000 9915 0.9048 0.7200 0.7932
1-121 15080 11250 10030 1.2064 0.9000 0.8024
1-13 15080 11250 13940 1.2064 0.9000 1.1152
1-14 16955 18000 17165 1.3564 1.4400 1.3732
1-15 24440 18020 16475 1.9552 1.4416 1.3180
1-16 18850 20250 21340 1.5080 1.6200 1.7072
1-17 18850 33750 27330 1.5080 2.7000 2.1864
1-18 33840 51775 32275 2.7072 4.142 2.5820

Average 13178 13377 12807 1.0542 1.0702 1.0246

From table 2 we see that the over-estimation of baseRTT can cause very
severe unfairness. In short connection C1, the throughput rate for the lastly
joined flow, which is 33840 bytes/s, is 6 times of that for firstly joined flow
(5640 bytes/s) when α = 1 and β = 3. This ratio reaches to 11.51 times when
α = β = 2! In this case α �= β relieve the effect of over-estimation. But it is
different for short connection flows. When α �= β the throughput rate of latterly
joined flow is 2.32 times of that for earlier joined flow. But when α = β this
ratio becomes 1.57. This time α �= β enhances the unfairness.

In this group of simulations, the ratios of average throughput rate for flows in
C0 to that for flows in C1 are 0.48 when α = 1 and β = 3, 0.34 when α = β = 2,
and 0.77 for A-Vegas. This is a significant improvement although the result is not
that good comparing with the no over-estimation case. Besides of this, we note
that for A-Vegas the ratio of largest throughput rate to smallest throughput rate
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for short connection C1 is 32275/7205 ≈ 4.48, and that for the long connection
C0 is 13160/6405≈ 2.05. Although the unfairness is still very heavy, comparing
with Vegas, we can see that the unfairness due to over-estimation is significantly
reduced.

5 Conclusion

In this paper, we have studied the unfairness problems of TCP Vegas. To solve
the unfairness caused by multiple congested gateways, we have proposed Adap-
tive Vegas (A-Vegas). A-Vegas assigns the value of parameters dynamically ac-
cording the estimated number of congested gateways. A-Vegas not only improves
the fairness for TCP connection with multiple congested gateways, it also helps
to reduce the unfairness caused by over-estimation of base RTT. But the un-
fairness caused by over-estimation is still very large. However, it seems that
it is impossible to eliminate the over-estimation. One possible resolution is to
introduce some random perturbation to the minimal RTT from time to time.
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Abstract. This paper begins with a brief literature review of various ap-
proaches to congestion avoidance and control of Internet traffic. It focuses
mainly on one of Active Queue Management (AQM) schemes known as
Random Early Detection (RED) mechanism for congestion control at
routers. Towards the end of paper, an approximate analytical perfor-
mance model has been proposed based on standard RED mechanism as
an effective congestion control technique. Methodology adopted is based
on Principle of Maximum Entropy (ME) to model RED mechanism. To
model the bursty input traffic, Generalized Exponential (GE) distribu-
tion has been used. Closed form expressions for the state and blocking
probabilities have also been presented. Numerical examples have been
presented. By comparing results obtained from ME (Analytical Model)
and Simulation in QNAP-2 [22], it validates the credibility of ME solu-
tion.

1 Introduction

Large Content is hosted all over the world and increasing demand from users
of Internet to access that large content is contributing in form of congestion to
the Internet traffic. Thus, in order to ensure the efficient content access to all
the users with minimum loss rate at gateway during busy hours [4], speedy con-
nectivity, and negligible packet loss with high bulk throughput [8] is becoming
of a high consideration by Internet Engineering Task Force (IETF) as the In-
ternet Protocol Performance Metrics (IPPM) [8]. Various approaches have been
adopted to solve the Quality of Service (QoS) issues in Internet traffic particu-
larly the problem of congestion. Figure 1, provides a generic analogy of a complex
Internet setup for ease of understanding.

These approaches are classified into two main blocks namely: Congestion
Avoidance and Congestion Control Techniques. Congestion Avoidance is a pre-
ventive technique [1,3,5,7], which comes into play before network is congested
by overloading. Congestion Control [3, 9] comes into play after the congestion
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at a network has occurred and the network is overloaded. Due to unresponsive
and non TCP-compatible flows, the danger of congestion collapse still exists [9].
Therefore router mechanisms should support end-to-end congestion control and
stimulate the use of it [10].

Router

Centric Approaches

HOST

Centric Approaches

HOST

GLOBAL ROUTER NETWORK

CONSUMERS

Fig. 1. Internet Traffic Congestion and Approaches to Congestion avoidance and
control.

1.1 Approaches at Host

In 1988, Jacobson pioneered the concepts of TCP congestion avoidance and con-
trol [5]. TCP was later augmented with fast retransmission and fast recovery al-
gorithms in 1990 to avoid inefficiency caused by retransmission timeouts (RTOs)
[6,7]. These basic TCP principles were designed based on the assumption that
the gateway drops at most one packet per flow when the sender increases the
congestion window by one packet per round trip time. Sally Floyd has summa-
rized some recent developments in TCP congestion control in [11]. Although the
TCP Congestion Control algorithms and TCP variants1 are necessary, but they
are not enough to control the Internet congestion in all the circumstances due
to the limit of how much control can be exercised from the edge of the network
(i.e. from host). There are some mechanisms developed to work at the routers
(known as Router-centric approaches) inside the network in order to complement
congestion avoidance and control solutions at host.

1.2 Approaches at Routers

Basically there are two congestion avoidance mechanisms at routers, namely
Scheduling algorithm, which regulates the allocation of bandwidth among flows
and determines which packet to send next and Queue management algorithm,
which manages the length of the queue by dropping packets when necessary and
is deployed in routers these days.
1 Tahoe, Reno, Modified New – Reno and SACK.
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1.3 Drop-Tail: Traditional Congestion Control Technique

Drop Tail sets a maximum length for each queue at the router and accepts packet
until the maximum queue length is reached. Once the maximum queue length
is achieved, the algorithm drops packets until queue length is again below the
maximum set value. Drop tail mechanism has some serious limitations to its use
like low end-to-end delay, jitter and global synchronization problem. Although
there is TCP flow control in the traffic generated by the sources, the packets
arrive to the routers as packet bursts [12]. There are other queue management
algorithms similar to drop-tail that is applied when the queue becomes full.
“Random drop on full” drops packets randomly when the queue length reaches
its maximum. “Drop front on full” drops the packet at the front of the queue
when a new packet arrives into the full queue. Although these two algorithms
solve the lockout phenomenon, they still do not solve all problems caused by full
queue.

1.4 Active Queue Management (AQM)

An approach where packets are dropped before queue becomes full is called Ac-
tive Queue Management (AQM) and it provides a solution to overcome demerits
of the tail drop scheme. Active Queue Management maintains a small size steady
state queue, thus results in reduced packet loss, decreased end-to-end delay, and
the avoidance of lock out behavior thus using the network resources more ef-
ficiently. Also, by keeping the average queue size small results in the efficient
use of bandwidth and thus increases the link utilization by avoiding global syn-
chronization. Furthermore, due to availability of extra queue space packet bursts
will be absorbed as well. Finally, the bias of routers against flows that use small
bandwidth due to monopolize flows will be prevented, which will result in pre-
vention of lockout behavior. The AQM techniques to maintain acceptable level
of service (in particular RED) are strongly recommended in RFC 2309 [10].

2 Random Early Detection (RED) Mechanism

Sally Floyd and Van Jacobson in 1993 [2] presented Random Early Detection
(RED’s) design objectives are to minimize packet loss and queuing delay, main-
tain high link utilization, and remove biases against bursty sources. Random
Early Detection, RED, is used in routers to notify the network about conges-
tion [2]. It is designed also to avoid global synchronization, which occurs when
all sources detect congestion and reduce their sending rates at the same time,
resulting in a fluctuation of link utilization. RED achieves these goals by intro-
ducing an enhanced control mechanism involving randomized packet dropping
and queue length averaging. In this way RED drops packets in proportion to
the input rates of the connections. This enables RED to maintain equal rate
allocation and remove biases against bursty connections. By using probabilistic
packet dropping RED also eliminates global synchronization. Although research
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on RED applications and its variants2 seem to be very elaborate and promising
still further investigations are necessary. Variants of RED try to solve some of
the problems of RED. One of the main weaknesses pointed out in literature is
the variation of the average queue size of RED (variants) with the level of con-
gestion and parameter settings. Some researchers [14,15] even claim that there is
no advantage in using RED over Drop Tail as in their opinion throughput may
be very poor for RED if the parameters are not tuned properly. RED is widely
implemented in routers today [16]; however, doubts have arisen about the degree
to which it can improve the network performance [13].

Hence, from the literature survey it is evident that a little is known about
the analytical analysis of RED performance evaluation while dealing with traffic
scenarios where traffic consists of correlated inter-arrival time and is bursty in
nature. Therefore, it has formed the motivation for our research. Thus, we pro-
pose an analytical solution to model RED mechanisms for implementing AQM
scheme for Internet congestion control. The model is based on principle of max-
imum entropy (ME) [17-19] and Generalized Exponential (GE)- type queuing
systems [8] to capture burstiness of input traffic.

3 Proposed Model

Our research focuses on performance modeling of a basic analytical model based
on theoretical model of RED [2,10]. We use quantitative analysis techniques, and
specifically focus on bursty traffic scenarios, for which performance results are
difficult to capture. In this context, a finite capacity GE/GE/1/{Ni, ...NR} queue
(i = 1,2,3. . . R) with Ni to be intermediate threshold value, NRsecond threshold
value and total buffer capacity, First-Come-First-Serve (FCFS) scheduling disci-
pline and censored arrival process for single class jobs [21] is analyzed and closed
form analytical expressions for the state probabilities and blocking probabilities
have been presented. Figure 2, shows one such RED mechanism for AQM.

. . . . .GE GE

N
R

N

NN 2 1
...

. . .

λ min
λλ

R(max) 2

.

Fig. 2. RED Mechanism for AQM.

2 Random Early Marking (REM), BLUE, Stabilized-RED (SRED), Flow-RED
(FRED), Adaptive RED (ARED), Dynamic-RED (DRED), Adaptive Virtual Queue
(AVQ) and RED with ECN
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3.1 Analysis of Proposed Model

Notation: Let: ‘S’ be the state of the queue ;‘Q’ the set of all feasible states of
S; ‘λ’ be the arrival rate, if number of jobs in the queue are less than equal to
N1 and if Number of jobs in the queue exceeds the Threshold, N2be the arrival
rate; ‘μi’ be the service rate; ‘πi’ be the blocking probability that an arrival finds
the queue full; P(S) is the stationary state probability.

The entropy maximization is based on knowledge about prior information
which in our case are auxiliary functions and mean value constraints. For each
state S, SεQ the following auxiliary functions are define as: ni(S) = the number
of jobs present in state S, si(S) = 1 if ni(S) > 0 & 0, otherwise; fi(S) = 1,
if ni(S) = Ni, &0, otherwise. Where i = 1, 2. . . R. Suppose the Mean value
constraints about the state probability P(S) are known to exist:

(i) Normalisation ∑
S∈Q

P (S) = 1, (1)

(ii) Utilisation ∑
S∈Q

si(S)P (S) = Ui, 0 < Ui < 1, (2)

(iii) Mean queue length∑
S∈Q

ni(S)P (S) = Li, Ui < Li < Ni, (3)

(iv) Full buffer state probability∑
S∈Q

fi(S)P (S) = φi, 0 < φi < 1, (4)

Where i = 1, 2. . . R and φi satisfies the flow balance equation namely:

λi(1− πi) = μiUi. (5)

The choice of mean values (1) - (4) is based on the type of constraints used
for the ME analysis of stable single class FCFS G/G/1/N queue [20]. If addi-
tional constraints are used, it is no longer feasible to capture a closed-form ME
solution at the building block level, with clearly, adverse implications on the
efficiency of an iterative queue-by-queue decomposition algorithm for general
QNMs. Conversely, if one or more constraints from the set (1) - (4) are missing,
it is expected that the accuracy of the ME solution will be generally reduced.
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Provided the mean value constraints for utilization, mean queue length and
full buffer state about the state probability P(S) are known, it is implied that
after some manipulation, the ME state probability distribution for the proposed
model can be given by:

P (So) =
1
Z

(6)

P (k) =
1
Z

R∑
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xigi

⎛⎜⎜⎜⎝
R−1∏
j=1

nj−1−
i∑

j=1
m(j)∑

m(i)=0

x
m(i)
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For: k = 1, 2. . .NR − 1 , nj = min(k,Ni) and m(i)= m(1), m(2) . . .
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Where xi, gi and yi are lagrangian co-efficient for above-mentioned con-
straints. Then, ‘Z’, which is the normalizing constant, can be expressed as:

Z = 1+
NR∑
k=1

(
R∑

i=1

xigiy
fi(k)
i
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By using the flow balance equation,λi(1− πi) = μiUi, the blocking probabil-
ities of censored GE/GE/1/ {Ni, .......NR} queue will be as follows:

πi =
Ni∑

k=0

δi(k)(1 − σi)Ni−kP (k) (10)

where:

δi(k) =
{ r

r(1−σ)+σ , k = 0
1, ow

(11)

Where σi = 2/
(1 + C2

ai), andri = 2/
(1 + C2

si), where C2
ai and C2

si are the
squared coefficients of variation for the inter-arrival and service times, respec-
tively. Similarly, assuming the lagrangian coefficients xiand gi are invariant to
the buffer capacity of size ‘NR’, it can be established that [20]:



148 Asfand-E-Yar, Irfan Awan, and Mike E. Woodward

xi =
Li − ρi

L
(12)

gi =
ρi(1−X)
(1− ρ)xi

(13)

Where: X =
R∏

i=1

xi, ρ =
R∏

i=1

ρi, ρi = λi/μi
andLi, {i = 1, 2...R} is the asymp-

totic mean queue length of a GE/GE/1 queue. Note that, statisticallyLican be
determined by using an established relation involving the normalizing constant
Z and lagrangian coefficientsxi, namely Li = (xi/Z) ∂Z/∂xi

[17]. Finally, the
Lagrange coefficient yi, can be derived by substituting the value of state proba-
bilities, P (k), k = 0, 1 . . . N, and blocking probabilitiesπi, into the flow balance
condition, (5),[23].

4 Numerical Results

4.1 Analytical Model Results

For the proposed model, the analytical solution results obtained for effects of
threshold on mean queue length (Figure 3), utilizations (Figure 4), delay (Fig-
ure 5), throughput (Figure 6) and on probability distribution (Figure 7) can
be seen. From the results it is clear that as we increase the threshold value,
the mean queue length increases, which in turn increase the utilization of the
system resulting in high throughput. Similarly, with increase in threshold a lin-
ear reduction is achieved for the number of jobs in the system with a certain
probability, which is RED standard. Also, it is evident from results that the
mean queue length can be maintained by setting the threshold value in order to
prevent congestion.

4.2 Validation of Results: QNAP Simulation Results Vs Analytical
Model

The Credibility of ME solution involving GE-Type queue against simulation
based on QNAP-2 is at 95 % confidence [22]. For the proposed model, the ME
solution results obtained for effects of threshold on utilizations (Figure 8), mean
queue length (Figure 9), and on probability distribution (Figure 10) can be seen
very comparable to those of results obtained from simulation. From the results
it is clear that as soon as the mean queue length approaches the threshold value,
the probability for the number of jobs present in the queue rapidly decrease.
Also, the mean queue length can be maintained by setting the threshold value
in order to prevent congestion.
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5 Conclusion

An analytical solution, based on the principle of entropy maximization, has been
presented to model the RED mechanism for implementing the AQM scheme. In
this context capacity GE/GE/1/ {Ni, ...NR} queue with {Ni, ...NR} threshold
values is analyzed and closed form analytical expressions for the state proba-
bilities and blocking probabilities have been presented. This work has focused
on first come first serve (FCFS) service rule for a single class of jobs with ex-
ponential interarrival time and geometrically distributed bulks sizes. The traffic
source slows down the arrival process as soon as the number of jobs in the queue
reaches the thresholds and jobs are blocked once the queue becomes full. Dif-
ferent job loss and QoS requirements under various load conditions can be met
by adjusting the threshold value. Typical numerical examples were included to
demonstrate the credibility of ME solution against simulation results. Future
work includes the generalization of the analytical model for multiple job classes.
It will then be followed by extension of the generalized analytical model to input
scenarios where input traffic is correlated and bursty in nature.
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Abstract. In mobile ad-hoc networks the real traffic of a node is com-
monly concentrated in a small number of particular nodes. This char-
acteristic has not been considered in the design of the existing routing
algorithms. Therefore, it is difficult to guarantee performance in a sim-
ulation environment with realistic accuracy. To resolve this problem we
propose a new routing algorithm called the Selective Route Discovery
(SRD) algorithm. In this algorithm, each node selects frequently accessed
nodes and periodically sends additional RREQ messages. Therefore, it
can quickly adapt to the changes in network topology according to the
movement of the nodes. This paper shows that the SRD algorithm has
a shorter packet delivery time than the AODV algorithm when the sim-
ulation condition is improved so that the traffic concentration for each
destination node varies.

1 Introduction

The routing algorithms used in wired networks are not well-suited for mobile ad-
hoc networks(MANETs) since the accuracy of the route information decreases
and the overhead produced by the periodic route update messages increases.
Therefore, the design of an efficient routing algorithm for MANETs have been
actively researched in the last few years. These can be classified into two cate-
gories: table-driven, and on-demand according to the maintenance method of the
route information. The table-driven algorithms are induced by traditional wired
networks and periodically refresh the routing table to get new route informa-
tion. The corresponding protocols are Destination-Sequenced Distance-Vector
(DSDV) [1], Wireless Routing Protocol (WRP) [2], and Clusterhead Gateway
Switch Routing (CGSR) [3]. However, the on-demand algorithms maintain only
the routing paths that have changed and are needed to send the data packets cur-
rently in the network. The corresponding protocols are the Ad-hoc On-Demand
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Distance Vector (AODV) [4], Dynamic Source Routing (DSR) [5], and the Tem-
porally Ordered Routing Algorithm (TORA) [6]. In recent research, many perfor-
mance comparisons have shown that on-demand algorithms are generally more
suitable for MANETs than table-driven algorithm since the on-demand algo-
rithms have less traffic overhead than table-driven algorithms [7,8,9,10,11]. Hy-
brid algorithms combining table-driven with on-demand algorithms have been
proposed such as Zone Routing Protocol (ZRP) [12] and Core Extraction Dis-
tributed Ad-hoc Routing (CEDAR) [13].

This paper proposes a new routing algorithm called a Selective Route Dis-
covery (SRD) routing algorithm. It maintains the features of on-demand algo-
rithm and improves it by using periodical RREQ messages. This algorithm is
very efficient for real traffic patterns and can be used together with any other
on-demand routing protocol. We show that the SRD algorithm has the smaller
packet delivery latency than DSDV and AODV.

2 Selective Route Discovery Routing Protocol

Through analyzing the patterns of network traffic, it is generally known that
most traffic of a node is concentrated on a few particular nodes [14]. Figure 1
shows an example of traffic concentration where the size of the arrow is directly
proportional to the amount of traffic between different nodes. However, existing
routing protocols are designed without considering this phenomenon. In most
simulation environments, it is assumed that the probability of accessing a node
is as uniform as possible. To address this deficiency, we have proposed a new
routing algorithm called the Selective Route Discovery (SRD) routing algorithm.

Fig. 1. The flow of network traffic (NOTE: The size of the arrow represents the
amount of traffic)
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2.1 Design of Selective Route Discovery Routing Algorithm

Since the traffic of a node is concentrated at a few particular nodes, the per-
formance can be improved to a level greater than the on-demand algorithm by
periodically updating the routing paths for these nodes receiving the greatest
concentration. Therefore, our SRD routing algorithm uses additional RREQ mes-
sages for frequently accessed nodes to continuously maintain the routing paths
in the routing table.

Fig. 2. Additional RREQ messages for frequently used nodes

SRD Algorithm. SRD is used in combination with the AODV routing protocol
since this algorithm is not a fundamental routing protocol but a supplementary
algorithm to improve the base routing algorithm. For SRD, the basic process
is the same as AODV. The important difference from AODV is that the addi-
tional RREQ messages are used for frequently accessed nodes. There are two
additional fields in each destination entry in the routing table: the Counter and
the Is Sel RREQ. Each node examines the packet type when transmitting the
packet. If it is the data packet, the Counter value for the destination increases.
Therefore, the number of packets transmitted to a destination is easily grasped.
Note that the Counter value does not increase for control messages such as
RREQ or RREP. Increasing the Counter value for the control packet disturbs
the analysis of the traffic pattern.

The algorithm is derived as follows: let RREQ Entry Selection Time and
Sel RREQ Time be the periods to select the frequently accessed nodes and
to send the additional RREQ messages, respectively. Each host searches the
Counter values in its routing table entries and determines the RREQ Entry Num-
ber nodes with the largest values. The Is Sel RREQ values of these nodes are
set to one. Each node sends additional RREQ messages to the destination nodes
every Sel RREQ Time if the Is Sel RREQs corresponding to those nodes equals
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one. This process is shown in Fig. 2. Then, the Counter values in the routing
entries are initialized to zero in order to rapidly adapt to the changes in the
network. These procedures are consecutively repeated every RREQ Entry Se-
lection Time. By doing so, the packet is sent faster and the data communication
is more stable for a network topology that changes rapidly.

SRD Parameters. It is important to determine the appropriate parameter val-
ues for network environments. In the proposed algorithm, there are three impor-
tant parameters, the RREQ Entry Number, Sel RREQ Time, and RREQ Entry
Selection Time. If the RREQ Entry Number is large, additional RREQ mes-
sages become excessive causing too much overhead. On the other hand, if the
RREQ Entry Number is small, the SRD algorithm is very similar to the on-
demand algorithm. Therefore, the enhanced performance compared to the on-
demand algorithm is poor. To resolve this problem, the RREQ Entry Number
should be determined by considering the tradeoff between performance and over-
head. A similar tradeoff is applied to Sel RREQ Time and RREQ Entry Selec-
tion Time, respectively. If Sel RREQ Time is short, the load on the network
increases because of the number of RREQ messages. In the opposite case, it is
difficult to transmit the data packet quickly. For RREQ Entry Selection Time,
if it is long, it is difficult to cope with the changes in the network environment
quickly. Therefore, the performance of our algorithm fully depends on the pa-
rameters, so suitable parameters must be selected carefully.

2.2 Features of the Selective Route Discovery Routing Protocol

The SRD routing algorithm maintains the basic operations of AODV and par-
tially combines the table-driven algorithm that periodically updates the route.
However, the SRD routing algorithm can be applied to other on-demand routing
algorithms as well as AODV. The advantages of SRD are node-independence and
protocol-compatibility. Node-independence is guaranteed since each node can in-
dependently select Sel RREQ Time and RREQ Entry Selection Time according
to the environment of the node. Nodes using the SRD routing protocol can coex-
ist with other on-demand routing protocols since they do not send new types of
control messages and it is only the internal algorithm that is used in each node.
Therefore, it is possible to communicate between nodes using the SRD routing
algorithm and others if both nodes use on-demand as the base routing protocol.
This allows protocol-compatibility.

3 Performance Analysis

3.1 Simulation Environments

For the simulations, the ns2 simulator and the CMU Monarch extension for wire-
less mobility modeling were used. The network environment for the ns2 simulator
is given in Table 1. Especially, the ratio accessed to each destination was differ-
ently generated to consider a real traffic pattern and is represented in Table 2. In
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Table 1. Simulation Setting

MAC Layer IEEE 802.11 b

Simulation Area 500m x 500m

Simulation Time 300 seconds

Mobile Nodes 20 nodes

Node Mobility Speed 0 50 m/s

Node Moving Pattern Random Way Point Model

Traffic Source Type UDP(CBR)

Packet Size 512 bytes

Number of Connection 100

ACTIVE ROUTE TIMEOUT(AODV) 10 seconds

RREQ Entry Number 5

RREQ Entry Selection Time 3

Sel RREQ Time 15,30,40,50 seconds

Table 2. Traffic Pattern Type by Destination Concentration Rate

(a)Traffic Pattern 1 (b)Traffic Pattern 2
Destination concentration Destination concentration
Top 1 node 41% Top 1 node 25%
Top 3 nodes 89% Top 3 nodes 68%
Top 5 nodes 98% Top 5 nodes 90%

order to show the performances according to the different concentration ratios,
the simulation was done using Traffic pattern 1 and 2, respectively. The SRD
routing algorithm is combined with AODV as a base on-demand routing proto-
col and we call it the SRD-AODV routing protocol in this paper. To evaluate
the SRD-AODV, it is compared with the AODV and DSDV routing protocols.

3.2 Simulation Results

When the SRD routing algorithm is applied, the average packet delivery time
and packet overhead are shown in this simulation. Figure 3 shows the average
packet delivery times for various routing protocols according to traffic patterns.
In Fig. 3 (a) and (b), DSDV shows the shorter average packet delivery time
than AODV and it is consistent with existing simulation results [7,8,9]. The
SRD outperforms the DSDV and AODV except that Sel RREQ Time is 15sec
since RREQ messages increased excessively.

Figure 4 indicates the ratio of routing overhead according to the mobility
speed of the node where (a) and (b) correspond to traffic patterns 1 and 2, re-
spectively. Note that the routing overhead of DSDV is nearly fixed regardless
of the mobility speed. However those of AODV and SRD-AODV show slight
variation according to mobility speed. In addition, SRD-AODV has higher rout-
ing overhead than AODV since the RREQ messages increase by the process of
selective route discovery.
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Fig. 3. Average Packet Delivery

4 Conclusion

SRD periodically searches the routing paths to the destinations which are fre-
quently accessed. Each node can configure the appropriate SRD parameters by
its traffic pattern. Therefore, it provides a quick response to changes in the net-
work and minimizes the waste of network resources. From the simulations, it
is shown that SRD has a shorter packet delivery time than AODV or DSDV.
Although it has a larger routing overhead than AODV, this is not problematic
due to the small gap between the overheads.
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Fig. 4. Routing Overhead

In future studies, it is necessary to analyze the relationship between the SRD
parameters (e.g. RREQ Entry Selection Time, Sel RREQ Time, and RREQ
Entry Number) and the network traffic patterns. It should be demonstrated that
SRD can be efficiently applied to other on-demand routing protocols. Further-
more, it would be interesting if each node was able to carry out self-analysis and
self-configuration.
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Abstract. Ad-hoc networks consist of only mobile nodes and have no
support infrastructure. Due to the limited resources and frequent changes
in topologies, ad-hoc network should consider these features for the provi-
sion of security. We present a lightweight secure routing protocol (LSRP)
applicable for mobile ad-hoc networks. Since the LSRP uses an identity-
based signcryption scheme, it can eliminate public or private key ex-
change, and can give savings in computation cost and communication
overhead. LSRP is more computationally efficient than other RSA-based
protocols because our protocol is based on the properties of pairings on
elliptic curves. Empirical studies are conducted using NS-2 to evaluate
the effectiveness of LSRP. The simulation results show that the LSRP is
more efficient in terms of cost and overhead.

1 Introduction

Ad-hoc network is a collection of mobile nodes with wireless interface dynami-
cally forming a network without the use of any preexisting network infrastruc-
ture [9]. To provide the mobility of nodes, ad-hoc network should have efficient
routing protocol for mobile ad-hoc network environment. Although the research
on routing and communication topology in ad-hoc networks has progressed a
great deal, there are still many open problems in ad-hoc networks. Moreover,
the security of ad-hoc network is more vulnerable than that of wireless networks
using fixed infrastructure so that the security services in the ad-hoc network
faces a set of challenges [9]. Ad-hoc network security research often focuses on
secure routing protocols. However, such routing protocols neglect the inheritance
features of ad-hoc network such as limited resources, computational ability, and
so on. In this paper, our aim is to evaluate and optimize the effect in ad-hoc
networks when we apply the security schemes to be integrated with the ad hoc
routing protocols. To improve the efficiency of communication and computation,
the proposed protocol uses the identity-based signcryption scheme [2] based on
pairings (the Weil and Tate pairings) over elliptic curves [5], which is named as
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LSRP. The LSRP does neither need to authenticate a public key nor maintain a
public key directory, rather it simultaneously fulfills both functions of encryption
and signature [12] using identity-based signcryption. Also, the LSRP can guar-
antee the efficiency of computation cost and communication overhead. Moreover,
it can reduce the load of computation and reply faster because it operates over
elliptic curves [6]. This paper is organized as follows. Section 2 will give a brief
overview of widely-known secure routings in ad-hoc networks. Section 3 explains
the proposed secure routing protocol using identity-based signcryption scheme
and Section 4 shows the simulation results and the efficiency analysis. Finally
Section 5 concludes the paper.

2 Related Work

Using its wireless interfaces, an ad-hoc network is much easily attacked than
wired networks. In an ad-hoc network, it is difficult to identify the reliable node
and to protect data delivered through the multi hops. The studies of secure
routing in ad-hoc networks have been carried out by ARAN [1], Ariadne [11],
SRP [10], and so on [8]. ARAN protocol [1] consists of a preliminary certification
process, a mandatory end-to-end authentication stage, and an optional second
stage that provides secure shortest paths. Fundamentally, it requires the use of
a trusted certificate server because each node has to request a certificate signed
by a trusted certificate server before entering the ad-hoc network. This protocol
uses the digital signature and certificate based on public key cryptography to
guarantee authentication, message integrity, non-repudiation, and other security
goals. However, it has a serious problem of high overhead to sign and verify the
message. Ariadne protocol [11] is an on-demand secure ad-hoc routing proto-
col based on DSR that withstands node compromise and relies on only highly
efficient symmetric cryptography like hash functions. It provides point-to-point
authentication of a routing message using Message Authentication Code and
a shared key between the two parties. However, it has a problem such that it
must have all information of discovery routing paths. SRP [10] provides correct
routing information. The requirement of SRP is that any of two nodes have a
security association. Thus, it does not require that any of the intermediate nodes
perform cryptography operators. However, the most serious problem in SRP is
that it cannot provide any authentication process for the intermediate nodes
between the source node and the destination node.

3 LSRP: The Lightweight Secure Routing Protocol with
Low Cost

The inheritance features of ad-hoc networks pose opportunities for attack rang-
ing from passive eavesdropping to active impersonation, message replay, and
message distortion. To cope with these attacks, we propose to employ features
of network security in routing protocols.
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Table 1. Notations used for LSRP

Symbol Definition Symbol Definition

IDX Identification of node X P Generator
SigX Digital signature of node X Ppub System master secret key · P
H One-way hash function k, r, Z Security papameters
σ Authentication information ê (P, Q) Bilinear map based on the Weil Pairing

3.1 Overview of the Protocol

The LSRP is an extensive protocol of AODV. Thus, LSRP retains most of the
AODV mechanisms, such as route discovery, reverse path setup, forward path
setup, route maintenance, and so on. The protocol is abstracted as the process of
two mechanisms: route discovery and route maintenance. The table 1 describes
the notations used throughout this paper and Fig. 1 represents the algorithm of
our protocol in a diagram. Our protocol is based on the following assumptions:

– The proposed protocol is satisfied with the managed-open environment [1].
– The proposed protocol is based on the identity-based signcryption scheme

which makes use of Weil parings on elliptic curves [2]. At the time of network
formation of ad-hoc network, nodes need to form a system master key and
a system master secret key.

– All links between the nodes are bi-directional.
– We do not differentiate compromised nodes from attackers in the security

point of view, where the power of the attackers are limited.

3.2 Route Discovery Process

The route discovery process is initiated whenever a source node needs to com-
municates with another node which does not have routing information in its
routing table. The route discovery process is abstracted as the exchange of two
messages: route request and route reply.

A sender achieves the route discovery to establish a path to its destination.

Sender node calculates security parameters and then
signs this message digest before sending a packet

Receiver node compares security parameters and
checks the signature

if the node is the destination

The node checks whether it is the destination or not

The node discards the
packet

if verification is success

The node makes any necessary modifications to the
header and computes security parameters and signature

The node responds by unicasting a RREP back to the
source node

The node records this information and then forwards
the packet to the next hop

Yes

No

Yes
No

Fig. 1. Flow diagram for LSRP.



LSRP: A Lightweight Secure Routing Protocol 163

Source → Intermediate: < RREQ ‖ IDS ‖ σ ‖ SigS{H(M)} >

A Source node begins route instantiation to a destination node by broad-
casting its RREQ packet with a message for authentication. The functions of
RREQ fields in this protocol are the same as those of RREQ fields of the general
AODV [4]. Using ID, the source node computes public key, PKS = H(IDS) and
private key SKS = S∗PKS where S∗ is a system master secret key. It chooses
a random number, x, and it computes k =ê (P, Ppub)x for the authentication of
the origin and both r = H(k ‖ PKS ‖ RREQ) and Z = xPpub − rSKS ∈ G1

for the authentication of nodes. It sends routing request messages, σ = (r, Z),
and the created values, all of which are signed where M is defined as follows:
M = (RREQ ‖ IDS ‖ σ).

Intermediate → Destination: < RREQ ‖ IDS ‖ IDX ‖ σ ‖ σX ‖ SigS{H(M)} >

An intermediate node Xi(1 ≤ i ≤ n) computes k̄ = ê(P,Z)ê(Ppub, PKS)r for
the authentication of the node which sends the message, and it checks r = H(k̄ ‖
PKS ‖ RREQ) for the validity of σ after verifying the sign. When this procedure
is finished successfully, the intermediate node can trust the received message and
then it computes σX . Finally, it broadcasts the message to the next nodes. When
the destination node receives this message, it checks the destination address. If
the destination address is the same as its address, it verifies the signature, σ and
σX . If the verification process is successful, it is ready to reply a message. The
destination node sends a RREP message to a source node.

Destination → Intermediate: < RREP ‖ IDD ‖ σ ‖ σD ‖ SigD{H(M ′)} >

The destination node unicasts a RREP packet with a message for authen-
tication back along the reverse path to the source node. To confirm the desti-
nation, σD is added in RREP packet. The computation method of σD in the
route reply follows the similar way in RREQ. It computes k = ê(P, Ppub)x,
and then it computes r = H(k ‖ PKD ‖ RREP ) and Z = xPpub − rSKD

using the result of k = ê(P, Ppub)x. The M ′ of signature is defined as follows:
M ′ = (RREP ‖ IDD ‖ σ ‖ σD).

Intermediate → Source: < RREP ‖ IDD ‖ IDX ‖ σ ‖ σD ‖ σX ‖ SigD{H(M ′)} >

Neighbor nodes that receive the RREP message forward the packet back
to the predecessor from which they received the original RREQ message. The
messages for authentication are signed by the sender. When an intermediate
node receives the message, it judges the message delivered by the legal node
via verifying the digital signature in the message. Also, it checks the message
integrity using a hash value. If the digital signature and σD are valid, it can
trust the message. It signs the result of the σD−X and then it unicasts a RREP
message to the node from which it received the original RREQ message. This
can avoid attacks where malicious nodes instantiate routes by impersonation and
replay of their message.
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When the source node receives the RREP packet with a message for au-
thentication, it verifies that a correct hash value is returned by the destination
node as well as the destination node’s signature. If the verification of the digital
signature and σ value is successful, security can be established on the route.

3.3 Route Maintenance Process

If the path within source and destination is broken due to link failure because
either the destination or some intermediate node moves during an active session,
the node X, which detects the link failure of node R, sends the RERR message
to source node.

Intermediate → Source: < RERR ‖ IDX ‖ IDR ‖ σ ‖ σD ‖ SigX{H(M ′′)} >

Upon receiving a notification of the link failure of node R, intermediate nodes
subsequently relay that message to their active neighbors. The nodes which
receive the RREP message update their routing table. This process continues
until all active nodes are notified. The M ′′ of signature is defined as follows:
M ′′ = (RERR ‖ IDX ‖ IDR ‖ σ ‖ σX).

4 Simulation Experiments and Performance Analysis

The goal of this section is to evaluate the effects of integration of the security
scheme into ad-hoc network routing protocol without degradation of performance
and to analyze the efficiency of the proposed protocol.

4.1 Simulation Environment and Parameters

The performance of the LSRP is evaluated by simulation using NS-2 simula-
tor [7]. The AODV protocol simulation is available as part of the simulator. The
RREQ packets are treated as broadcast packets in the MAC. RREP and data
packets are all unicast packets with a specified neighbor as the MAC destination.
RERR packets are treated as broadcast packets. Table 2 shows a summary of
simulation parameters.

The radio model uses characteristics similar to a commercial radio interface,
the 914MHz Lucent’s WaveLAN [3] DSSS radio interface. WaveLAN is modeled
as shared-media radio with a nominal bit rate of 2 Mb/s and nominal radio range
of 250 meters. In our experiments, 25 nodes move around in a rectangular area
of 900m×800m according to a mobility model i.e., the random waypoint model.
For the work related to energy-aware routing, we assume long-lived sessions. The
session sources are CBR and generate UDP packets with each packet being 512
bytes long in 900 second simulated time. The source-destination pairs are spread
randomly over the network. Each node starts its journey from a random location
to a random destination with randomly chosen speed. Once the destination is
reached, another random destination is targeted after a pause. We vary the pause
time which affects the relative speeds of the mobiles. Also, we vary the data rate.
The number of data sources is maintained at 10. The traffic and mobility models
are the same as [8].
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Table 2. Parameters used for all simulations.

Parameter Value
Varying mobility Varying offered load

Transmitter range 250m

Bandwidth 2 Mb / s

Simulation time 900 s

Environment size 900m × 800m

Traffic type CBR (Constant Bit Rate)

Packet (data) rate 4 packets / s 4, 12, 20, 40, 100, 200, 400, 800 kb / s

Packet size 512 byte

Pause time 10, 50, 100, 200, 400, 800 s 200 s

4.2 Simulation Results

We start the simulations in order to compare the original AODV routing protocol
without any security requirements with the AODV routing protocol with routing
authentication extension. Our simulation codes set up the wireless simulation
components. The first set of experiments uses 10 sources with a moderate packet
rate and varying pause time. For the 25 node experiments, we used 10 traffic
sources and a packet rate of 4 packets/s. We varied the pause time until the
simulating time that means high pause time is low mobility and small pause
time is high mobility. The next set of experiment uses 10 traffic sources and
a pause time of 200 s with varying date rate in order to see the throughput
in 900 second simulation time. We have done this study to illustrate that our
scheme works for many security issues in the routing protocol, without causing
any substantial degradation in the network performance. Three key performance
metrics are evaluated in our experiments:

– Packet delivery faction: The ratio of the data packets delivered to the destina-
tions to those generated by the CBR sources; also, a related metric, received
throughput (in kilobits per second) at the destination has been evaluated
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Fig. 2. Packet delivery fraction for the 25-node model with various pause time and data rate.
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Fig. 3. Average data packet delays for the 25-node model with various pause time and data rate.
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Fig. 4. Normalized routing loads for the 25-node model with various pause time and data rate.

in some cases. From the results shown in Fig. 2, our LSRP protocol could
work well in experiment because the effect of throughput of the network is
fairly small (around 2-10%). The packet delivery fractions for AODV and
LSRP are very similar in two cases. As data rates increase, the data packets
reaching to the destination decreases (Fig. 2(b)).

– Average end-to-end delay of data packets: This includes all possible delays
caused by buffering during route discovery latency, queuing at the interface
queue, retransmission delays at the MAC, and propagation and transfer
time. The delay is the average delays of all data packets. The results as
shown in Fig. 3(a) are fairly low between without authentication (AODV)
and with authentication (LSRP) extension. AODV and LSRP have almost
similar delays. There is a small increase in our protocol due to the exchange
of packets during authentication phase of the security process. The cause of
the high ratio of the average delays in Fig. 3(b) is due to buffer size of nodes.
In this simulation, we did not limit the buffer size.

– Normalized routing load: The number of routing packets transmitted per
data packet delivered at the destination. Each hop-wise transmission of a
routing packet is counted as one transmission. We increased the traffic rates
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and varied the mobility in each simulation. The number of routing packets
increases when our scheme is incorporated. The increase in routing load is
higher at lower pause time (Fig. 4(a)). This is because at lower pause time
routes need to be found more frequently. The Fig. 4(b) shows that the routing
load is very low because it does not require any additional route discoveries.
The normalized routing load of AODV and LSRP is fairly stable with an
increasing number of sources. A relatively stable normalized routing load is
a desirable property for scalability of the protocols, since this indicates that
the actual routing load increase linearly with the number of sources.

4.3 Protocol Efficiency and Safety

Ad-hoc network has some features such as resource-constrained in bandwidth,
computational ability, low energy, and frequent changes in topologies. Therefore,
secure routing protocols in ad-hoc network should not waste the time and re-
sources for the computation and authentication of active nodes. To satisfy these
requirements, we propose a lightweight secure routing protocol using identity-
based signcryption scheme based on pairings on elliptic curves [2]. The proposed
protocol, LSRP, has some obvious advantages. LSRP can reduce the amount of
storage and computation because identity-based cryptography needs no public
certificate exchange and no verification of signature. In addition, the identity-
based signcryption scheme used in the proposed protocol combines both the
functions of digital signature and encryption, and therefore it is more computa-
tionally efficient than other schemes with sign-then-encrypt approach [12]. Also,
the elliptic curve cryptography used in this protocol has smaller parameters
including faster computations and smaller keys.

ARAN [1] uses the RSA public key cryptosystem for authenticating a node,
while Ariadne [11] uses only the symmetric cryptography. Although identity-
based cryptography is a public key cryptography like RSA algorithm, the per-
formance of it is much better than that of RSA in aspects of the computational
speed and cost. Generally, an elliptic curve whose order is a 160bit prime offers
approximately the same level of security as RSA with 1024bit [6]. Thus LSRP
can use smaller parameters than with old discrete logarithm systems but with
equivalent levels of security. The overhead for each protocol is as follows:

Overhead =

x∑
i=1

= ((n | p | +n | q | +n | H | +n(packet × 8)) × ComputationCost)i (1)

where Overhead is value of communication overhead and computation cost, n
is the number of execution, i is ith node, | p | is encryption, | q | is signa-
ture, H is hash function, and packet is RREQ (44byte) or RREP (36byte). The
computation cost is 2.17, 4.5, and 5.17, respectably [12].

We exclude the Ariadne protocol in the comparison of computation because it
is based on the different encryption scheme. Fig. 5 compares the communication
overhead and computation cost of the previous protocols with that of LSRP. In
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Fig. 5. Overhead for communication overhead and computation cost

Fig. 5, the communication overhead of ARAN is higher than our protocol and
SRP due to public key certificate and many sign and verification message. The
graphs show that the overhead of the LSRP in terms of routing load is very low
because the computation cost of signcryption is very low compared to the other
schemes.

Table 3 summarizes all the comparisons that we have carried out in this
paper, in terms of savings in communication overhead and computation cost.

Security is important and necessary to protect messages during their trans-
mission, and it guarantees that message transmissions are authentic. It means
protecting the information and the resources from both the outside network and
the inside network [9]. To authenticate the messages, we use the identity-based
signcryption scheme. The LSRP can authenticate all of the nodes on routes with
σ generated by parameters based on identity based signcryption scheme while
ARAN and SRP cannot authenticate nodes on routes. The safety of LSRP re-
sults in Bilinear Diffie-Hellman Assumption. We assume two cyclic groups, G1

and G2 which have a large prime order, q. P, an element of G1, is selected ran-
domly. aP, bP, cP are defined when a, b, c is selected randomly. We assume
that it is difficult to compute ê(P, Ppub)abc . The safety of identity-based scheme
and signcryption scheme is verified by [2] [5]. Moreover, we used elliptic curves

Table 3. Comparison of LSRP and other protocols.

Scheme LSRP ARAN SRP

Key distribution Public key Public key Public key
(Id-based signcryption) (RSA) (ECC)

Intermediate node Yes No No
authentication

Certification Not need Need Not need

Communication Overhead Low High Low

Computation cost Low High High

Total Overhead Low High Middle
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in this paper since the elliptic curve discrete logarithm problem appears to be
significantly harder than the discrete logarithm system.

5 Conclusions and Future Work

In this paper, we have focused on the efficiency of computation and communi-
cation for a secure routing protocol, LSRP, in the ad-hoc network environment.
The proposed protocol can protect modification, impersonation, fabrication and
other attacks using an identity-based signcryption without involving any signif-
icant overheads. Furthermore, this protocol has an advantage that it does not
need to exchange the certificate public keys. Also, the LSRP reduce the network
resources and communication overheads than conventional secure routing pro-
tocols. However, our protocol is operated in managed-open environment so that
it can just guarantee the security in small local areas. We will study a secure
protocol to guarantee robustness in wide area, which not only protects exter-
nal attacks but also detects serious attacks from the compromised nodes and
selfishness nodes.
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Abstract. Almost every node of a Mobile Ad-hoc Network (MANET)
has to perform the function of a router. The lifetime of participating
nodes affects the stability of the network. Recent MANET routing proto-
cols are greedy on network lifetime because of battery power limitations.
Although, these algorithms help to maintain the stability of the net-
work, they are not as much cost effective as traditional existing routing
algorithms. Our proposed method considers both the routing cost and
network lifetime issues in route selection, which is a good compromise
between these two conflicting interests. The simulation results show that
the proposed scheme selects a path with less cost than a path in lifetime
prediction based routing algorithms and results more stable network than
cost-effective routing algorithms do.

1 Introduction

In mobile Ad hoc Networks it is assumed that all the devices acting as inter-
mediate nodes in a routing path would forward data for other network nodes.
An energy efficient routing protocol ensures that a packet from a source node
to a destination nodes gets routed along the most energy efficient path possible
[1]. Selection of the least power cost route may possess a harmful impact on
the network connectivity when the selected path contains some node with small
remaining energy. The energy of the poor node is likely to be used up soon and
it would die. This may result disconnection of the network.

We encounter two conflicting goals: on one hand, in order to optimize cost, a
least cost routing path is desirable, while on the other hand, use of a least cost
route means that nodes with higher path degree might die soon since they are
likely to be used in most cases. We define path degree of a node as the count of
paths between any two nodes through that node. The cost can be considered as
energy, hop count, delay, link quality as well as other factors. Another metrics
used in lifetime predictive routing is the lifetime of nodes, which is a function of
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the remaining battery energy. As in [2], lifetime of a node is predicted based on
the residual battery capacity and the rate of energy discharge. These techniques
maximize the network lifetime by finding routing solutions that minimize the
variance of the remaining energies of the nodes in the network.

The routing protocol proposed in this paper is a reactive routing protocol
like DSR [3] There are two objectives in our scheme; one is to minimize the cost
of routing and the other one is to maximize the network lifetime. To achieve
these goals, we find a tradeoff between the cost and the lifetime of each of the
possible paths. The proposed technique results to a more stable network than
the power-aware routing algorithms and offers a much less routing cost than
those of the existing lifetime predictive routing protocols.

The remainder of this paper is organized as follows: The next section contains
review of some recent related research work along with problems of routing in
mobile ad hoc networks. Section 3 describes the rationale and details of the
proposed Cost-effective Lifetime Prediction based Routing (CLPR) technique.
Section 4 elaborates on the simulation environment, the implementation and
experimental results comparing CLPR with Lifetime Prediction based Routing
and Power-Aware Routing. Finally section 5 concludes the paper.

2 Related Works

Routing in mobile ad hoc networks has been the subject of intense research
efforts over the past few years; these efforts have resulted in numerous proposals
for routing protocols. Among the two types of routing protocols, proactive (table
driven) routing protocols [4], [5] are similar to and come as a natural extension
of those of wired networks. Each node contains the latest information of the
routes to any node in the network. Any change in the topology is updated and
propagated through all nodes in the network. Reactive (on-demand) routing
protocols do not maintain or constantly update their route tables with the latest
route topology. Examples of reactive routing protocols are the dynamic source
Routing (DSR) [3], ad hoc on-demand distance vector routing (AODV) [6] and
temporally ordered routing algorithm (TORA)[7].

Some researchers concentrate on energy efficient broadcast/multicast algo-
rithms [8], [9], [10]. One major approach for energy conservation is to route a
communication session along the path which requires the lowest total energy con-
sumption. This optimization problem is referred to as Minimum-Energy Routing
[11]. While the minimum-energy unicast routing problem can be solved in poly-
nomial time by shortest-path algorithms, it remains open whether the minimum-
energy broadcast routing problem can be solved in polynomial time, despite the
NP-hardness of its general graph version. Recently three greedy heuristics were
proposed in [12]: MST (minimum spanning tree), SPT (shortest-path tree), and
BIP (broadcasting incremental power). They have been evaluated through sim-
ulations in [10].

It has recently been recognized that medium access control (MAC) schemes
can significantly increase the energy efficiency of mobile batteries [13]. If a mobile
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device T transmits data to another mobile device R, neighboring mobiles do
not listen to the data from mobile T since listening causes unnecessary power
consumption. Another energy efficient MAC scheme has been proposed in [14].

In paper [15] the authors have used new power-aware matrix for determining
routes in wireless ad-hoc networks. The main disadvantage of power aware rout-
ing techniques is that they always select the least power cost routes. Since the
same node may be selected repeatedly in this scheme, there is a large possibility
of selecting a node that has a very little lifetime; hence it would die early. So
the network would get disconnected and the network lifetime will be adversely
affected.

A lifetime prediction based routing technique is proposed in [2] which is an
on demand source routing protocol that uses battery lifetime prediction. The
objective of this routing protocol is to extend the service life of MANET with
dynamic topology. This protocol favors the path whose lifetime is maximum.
The authors calculated the lifetime of a route with the following equation.

Max(Tπ(t)) = Min(Ti(t)).....{iεπ} (1)

Where, Tπ(t): lifetime of path π
Ti(t): predicted lifetime of node i in path π
In this algorithm, the lifetime of a path is predicted by the minimum lifetime

of all nodes along the path. In this way the minimum lifetimes of all the paths
from the source to the destination are calculated. The path that has maximum
value of calculated minimum lifetimes is selected. The main objective of LPR is
to minimize the variance in the remaining energies of all the nodes and thereby
prolong the network lifetime.

Although, LPR increases the stability of the network, this technique has
totally overlooked the cost of routing. As a result in most of the cases it may
select a path with a higher cost than the minimum. As we have stated in the
introduction section, there are many cost factors. If the cost factor is energy,
this will result in more energy loss. If the cost factor is hop count, this selection
scheme may cause more traffic in the network, more delay, and more security
threat to data.

3 Cost-Effective Lifetime Prediction Based Routing
(CLPR)

To achieve a tradeoff between the routing cost and network stability, we propose
a new routing technique that combines the best features of cost efficient routing
and lifetime prediction based routing. We want to minimize the routing cost
as well as to maximize the network lifetime. In most of the cases when we
try to achieve both of these two goals they become conflicting. For example,
improvement of routing cost (i.e., less cost) degrades the stability (i.e., lifetime)
of the network and improvement of the network stability degrades the routing
cost. In such situations, to achieve the best performance, we need to find a
tradeoff between the two contradictory parameters.
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Cost is a general term and is a function of many other parameters like hop
count, transmission power etc. In minimum hop count routing the path hav-
ing minimum number of hops from the source to the destination is selected. To
achieve this goal we have to compromise network lifetime because use of min-
imum hop count paths may use nodes with less lifetime frequently and some
nodes may die soon causing decrease of network lifetime. Again, in some other
algorithms, like lifetime prediction base routing (LPR), the objective is to max-
imize the network lifetime. To achieve this goal sometimes it needs to use paths
with larger hop count than the minimum.

The lifetime of an ad hoc network is reflected by the lifetime of nodes. When
a node in the network dies the network suffers from some loss of connectivity.
A disconnected network is useless in ad hoc environment because of the infras-
tructure nature of the network. Hence we should keep alive as much nodes as
possible. Besides, loss of a node implies loss of many paths that run through
that node. The effect on the network of losing a node depends on the number
of connections through that node. Absence of a high degree node would compel
to use longer routing paths and in the worst case, disconnection of part of the
network from the rest.

In power-aware routing algorithms, the selected path of transmission is the
most cost-effective (here, the cost factor is power) whereas LPR algorithms se-
lect a path with maximum lifetime and hence results in more stability of the
network. But in these two different types of goal oriented protocols, because of
ignoring other objectives, power-aware routing algorithms suffer from poor net-
work stability and lifetime prediction based routing algorithms suffer from high
routing cost. As we use a tradeoff between the routing cost and the lifetime of
the network, our proposed CLPR technique results to a more stable network
than the power-aware routing algorithms and also needs less routing cost than
the LPR protocols.

In our network model we consider a mobile ad hoc network N=(V,E,C) con-
sisting of a set of nodes V = {v1, ....., vn} that represent mobile devices, a set
E ⊆ V xV of edges {(vi, vj), 1 ≤ i, j ≤ n} that connect all the nodes, and a
weight function C : E → R (Rational number) for each edge (vi, vj) that indi-
cates the transmission cost of a data packet between node vi to vj . Each node
has a unique identification number, but it is not a priori known which nodes
are currently in the network, nor is edge set E or weight function ω known. A
node can not control the direction in which it sends data, and thus data are
broadcast to all nodes inside its transmission range. Nodes can move and the
edge cost between any two nodes can change over time. Also the lifetime of any
node can change over time. However, for the ease of presentation, we assume a
static network during the route discovery phase.

Let us assume that the maximum possible lifetime of any node is L and the
maximum possible transfer cost between any two nodes is C. We define a scaling
factor ξ as the ratio of the two parameters.

ξ =
L

C
(2)
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Let there be n paths ( π1, π2, ....πn) from source to destination. The lifetime
of a path is bounded by the lifetime of all the nodes along the path. When a
node dies along a path we can say that the path does not exist any longer. So we
can consider the life-time of a path is the same as the minimum lifetime among
all the nodes along the path. The lifetime τi of a path πi can be defined as:

τi = Min(Tj(t)).......{jεi} (3)

Tj(t): predicted lifetime of node j in path πi

The cost of a path is the sum of all the costs calculated between two consec-
utive nodes along the path from source to the destination. Cost of a path i can
be defined as:

ςi =
πim−1∑

j=1

Cπij,j+1
(t) (4)

where πim is number of nodes in path πi and
Cπij,j+1

is the cost between node j and j+1 of the path πi

Our path selecting parameter β is represented by

βi =
τi
ξςi

(5)

CELP selects a path, which has the largest β i.e. max(βi). If more than one
path having highest β is found, any one of them can be selected. Thus, the
proposed method is inclined to select a path having higher lifetime τ and lower
cost ς.

Figure 1 shows an instance of an ad hoc network represented by a graph.
Nodes are labeled with their lifetime values and the edges are labeled with the
cost between its two adjacent nodes. In this instance there are six paths from
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Fig. 1. An instance of the MANET.

source (S) to destination (D). They are S→A→B→D, S→A→B→C→F→G→D,
S→E→F→C→B→D, S→E→F→G →D, S→C→F→G→D, and S→C→B→D.

If we calculate the total cost along each path, we get the cost 19 for the
path S→A→B→D, 36 for the path S→A→B→C→F→G→D, 40 for the path
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S→E→F→C→B→D, 29 for the path S→E→F→G→D, 27 for the path S→C→F
→G→D and 24 for the path S→C→B→D. Similarly we calculate lifetimes of
each paths and get the lifetime 100 for the path S→A→B→D, 100 for the path
S→A→B→C→F→G→D, 400 for the path S→E→F→C→B→D, 450 for the
path S→E→F→G→D, 400 for the path S→C→F→G→D and 400 for the path
S→C→B→D.

If we select the path with minimum cost among them, as done in cost-effective
routing, we get the path S→A→B→D having cost 19 and lifetime 100. While
in LPR, the route S→E→F→G→D is chosen having lifetime 450 and cost 29.
The minimum cost routing is greedy for cost minimization and LPR is greedy
for highest lifetime. Hence minimum cost routing suffers from poor lifetime of
the path and LPR suffers from high routing cost.

For our CLPR algorithm let us assume maximum possible cost (C) be-
tween any two nodes is 15 and maximum possible lifetime (L) of any node
is 600. So the scaling factor ξ becomes 40. Hence, using CLPR algorithm the
selecting parameter β for the paths S→A→B→D, S→A→B→C→F→G→D,
S→E→F→C→B→D, S→E→F→G→D, S→C→F→G→D, and S→C→B→D are
0.1316, 0.069, 0.25, 0.3879, 0.3704 and 0.4166 respectively. The path S→C→B→D
has the highest β value. So the selected path is S→C→B→D having cost 24 and
lifetime 400.

We find that CLPR is better than LPR in cost perspective and also better
than cost-effective routing in stability perspective. Although CLPR may select
a path with cost little higher than a path with least cost and a path having little
less lifetime than a path having highest lifetime, to achieve the balance between
the two contradictory goals, this is acceptable considering both the stability and
the cost-effectiveness of the route.

4 Simulation

We have had experiments on the performance of the proposed CLPR and have
com-pared it with that of the LPR and Power aware routing. In this section
we describe the simulation environment, experimental results and comparison of
the three related protocols.

4.1 Simulation Setup

In our discrete event driven simulation we used 25 nodes. The lifetime of a node
is varied between 1 and 600 while the transmission cost to neighboring nodes is
varied between 1 and 15. Every node has fixed transmission power resulting in a
40 m transmission range. The sources and sinks were spread uniformly over the
simulation area; the size of the area varies between simulations from 100 X 100
to 200 X 200. Random connections were established between nodes within the
transmission range. The simulation was run 200 times. Nodes followed random
waypoint mobility model. Each packet relayed or transmitted has a cost factor
and this cost is considered as the cost at the transmitter node.
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The results of our simulation have been projected in figure 2 and figure 3.
From the figures shown above, we see that as the number of nodes increase
the routing cost increases. Power aware routing (PAR) needs minimum cost
but its network stability is poor (i.e. minimum). On the other hand, lifetime
prediction based routing (LPR) has maximum network lifetime or stability but
it suffers from highest routing cost. The Cost-effective Lifetime Prediction based
routing algorithm does not suffer extremely from either routing cost or network
stability. It maintains a balance between the two and offers cost-effective routing
maintaining maximum network stability. The network lifetime is defined as the
time taken for a fixed percentage of the nodes to die due to energy resource
exhaustion. In our simulation, we considered network lifetime until 65 percent
of total nodes die. Some of the nodes, alive at this point are also rendered
unreachable since many of the nodes have exhausted their energy and hence
they cannot reach other nodes consistently.

5 Conclusion

A Cost-effective Lifetime Prediction based Routing protocol for mobile ad hoc
networks that optimizes the network stability and routing cost has been proposed
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in this paper. Simulation results show that the proposed CLPR can increase the
lifetime up to about 20 percent than that of power-aware routing and can cut
routing cost up to 33 percent than that of lifetime prediction based routing.
Thus the proposed method cuts the cost short while it still tries to maintain
maximum lifetime of the network. The lifetime and cost of such a network are
two contradictory functions and improvement of one factor has a negative effect
on the other. But if any one of these parameters is ignored totally, the network
will suffer from poor efficiency. Our proposed method makes a tradeoff between
the two and ensures a balanced use of both of them so that maximum utilization
is achieved.
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Abstract. An ad hoc network has notable features such as frequent
mobility, bandwidth limitation, and power constraints. Especially, due
to the low bandwidth, there is a strong possibility to cause congestion. If
there is congestion, however, power depletion and queuing delay will be
serious problems in mobile nodes. In this paper, we propose a Weighted
Load Aware Routing (WLAR) routing protocol, which shows excellent
performance in an ad hoc network. WLAR Protocol, an extension of
AODV, is to distribute the traffics among ad hoc nodes through load
balancing mechanism. A new term of total traffic load is defined as a
route selection metric, which is the product of average queue size and
number of sharing nodes. Using NS2 simulator and real implementation,
we show the performance, comparing to AODV.

1 Introduction

The hardware specific such as long-time use, mass storage space, and high speed
process of potable computers like a laptop computer and a PDA causes high
interest and demand of mobile communication. To satisfy those things, studying
mobile networking is actively progressing. To satisfy those things, research on
mobile networking is actively progressing. Among them, Mobile Ad Hoc Network
(MANET) can make mobile nodes communicate through multi-hop communi-
cation. Since this network can communicate without a base station and a fixed
cable network, the network can be configured dynamically and can be used in the
case of wartime, emergencies and conference. However, this ad hoc network has
many problems; high interferences, transmission errors, frequency band sharing,
limited power source, and route changes caused by the change of topology and
limited power source.
� This research was supported by the MIC(Ministry of Information and Communi-

cation), Korea, under the ITRC(Information Technology Research Center) support
program supervised by the IITA(Institute of Information Technology Assessment)
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In ad hoc networks, there are lots of proposals to set the route from mobile
node to destination node. They can be classified as proactive protocols and reac-
tive protocols. Proactive protocols maintain the route table to each destination
by periodic route information exchanges, whereas reactive protocols retrieve the
route by the request of mobile node whenever needed. Both proactive protocols
and reactive protocols choose a route based on the metric, the smallest number
of hops to the destination. However it may not be the most significant route
when there is congestion or bottleneck in the network. It may cause the packet
drop rate, packet end-to-end delay, or routing overhead to be increased. This
phenomenon surely shows up when traffics are concentrated on a special node,
or a gateway through which mobile nodes from ad hoc network can connect to
Internet.

For load balancing, there are various proposed mechanisms [Section 2.2],
considering traffic load as a route selection. However these mechanisms reflect
neither burst traffic nor transient congestion. To work out this problem, we pro-
pose Weighted Load Aware Routing (WLAR) Protocol, which selects the route
based on the information from the neighbor nodes which are on the route to
the destination. In WLAR, a new term of traffic load of node is defined as the
product of average queue size of the interface at the node and the number of
sharing nodes which are declared to influence the transmission of their neigh-
bors. Average number of queue in the interface is measured and calculated by
Exponentially Weighted Moving Average (EWMA) formaular. In section 2, we
present related works. In section 3, we describe WLAR Protocol in detail. And,
in the following sections, we describe the method of performance comparison
and conclusion.

2 Related Works

WLAR Protocol proposed in this paper enhances the AODV (On-Demand Pro-
tocol) in ad hoc network environment with a load balancing mechanism. Here,
we describe AODV first, and then Load-Balanced Ad hoc Routing (LBAR), Dy-
namic Load-Aware Routing (DLAR) and Load-Sensitive Routing for Mobile Ad
Hoc Networks (LSR) as Load Balance Routing Protocols.

2.1 AODV

AODV [7] relies on routing table entries to propagate an RREP back to the
source and to route data packets to the destination. AODV uses sequence num-
bers maintained at each destination to determine freshness of routinf information
and to prevent routing loops. An important feature of AODV is the maintenance
of timer-based states in each node, regarding utilization of individual routing ta-
ble entries.
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2.2 Load Balance Routing Protocols

It is easy to implement routing protocols in ad hoc networks which are based
on number of hops. It also easily adapts to the change of topology. However, it
cannot reflect queuing delay and contention delay in route selections at interme-
diate nodes. Depending on sepical environments, a route with smallest number
of hops may have the longer end-to-end delay comparing to other routes. To
solve this problem, there are several methods proposed.

Load-Balanced Ad hoc Routing (LBAR) protocol [4] extends DSR. LABR
defines a new metric for routing known as the degree of nodal activity to repre-
sent the load on a mobile node. In LBAR routing information on all paths from
source to destination are forwarded through setup messages to the destination.
Setup messages include nodal activity information of all nodes on the traversed
path. After collecting information on all possible paths, the destination then
makes a selection of the path with the best-cost value and sends an acknowl-
edgement to the source node.

Dynamic Load-Aware Routing (DLAR) protocol [5] considers intermediate
node routing loads as the primary route selection metric. When a route is re-
quired but no information to the destination is known, the source floods the
RREQ packet. When nodes other than the destination receive a non-duplicate
RREQ, they build a route entry for the <source, destination> pair and record
the previous hop to that entry. Nodes then attach their load information (the
number of packets buffered in their interface) and broadcast the RREQ packet.
After receiving the first RREQ packet, the destination waits for an appropriate
amount of time to learn all possible routes.

Load-Sensitive Routing (LSR) protocol [6] is based on the DSR. At each node,
network load is defined as the sum of the number of queuing packets at mobile
host and its neighboring hosts. If destination node receives RREQ messages, it
responds to the source node through reverse path including RREQ message by
RREP packet. Since destination node doe not wait for all possible routes, the
source node can quickly obtain the route information and it quickly responds to
calls for connections.

3 Weighted-Load Aware Routing (WLAR) Algorithm

WLAR is to extend the AODV and to distribute the traffics among ad hoc nodes
through load balancing mechanism. WLAR adopts basic AODV procedure and
packet format.

In WLAR, each node has to measure its average number of packets queued
in its interface, and then check wether it is a sharing node to its neighbor or not.
If it is a sharing node itself, it has to let its neighbors know it. After each node
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gets its own average packet queue size and the number of its sharing nodes, it
has to calculate its own total traffice load. Now when a source node initiates a
route discovery procedure by flooding RREQ messages, each node receiving an
RREQ will rebroadcast it based on its own total traffic load so that the flooded
RREQ’s which traverse the heavily loaded routes are dropped on the way or
at the destination node. Destination node will select the best route and replies
RREP.

3.1 Definitions

Average number of packets queued in interface is calculated by Exponentially
Weighted Moving Average (EWMA). The reason to use average number of pack-
ets queued in interface is to avoid the influence of transient congestion of router.

Traffic load at a node is defined as the product of its average packet queue
size and the number of sharing nodes.

Sharing node is defined as nodes whose average queue size is greater than
or equal to some predetermined threshold value. Sharing node is expected to
give some transmission influence to its neighbors. If its average queue size is not
greater than a threshold value, it is assumed that its effect is negligible.

Total traffic load in node is defined as its own traffic load plus the product
of its own traffic load and the number of sharing nodes

TLk = Lk +WL ∗ Lk ∗ SNk ifLk > 0

TLk = 0 ifLk = 0

Where, TLk is a total traffic load at the node k, Lk average queue size at node
k, SNk number of the sharing node of the node k, and WL the load weight
constant.

WL indicates how much the total traffic load is influenced by the number of
sharing node. Here, 0.4 is recommended as the value ofWL.

Path load is defined as sum of total traffic loads of the nodes which include
source node and all intermediate nodes on the route, except the destination node.

3.2 Route Selection Procedure

When a source node initiates a route discovery procedure by flooding RREQ
messages, each node that receives the RREQ looks in its routing table to see if
it has a fresh route to the destination. Even though it does, it does not unicast
a route reply (RREP) message back to the source. It adds its traffice load value
to the value of the traffic path load field in RREQ, holds it for some delay, then
rebroadcasts the RREQ.

Delaying RREQ is motivated by the fact that each node accepts only an
earlier RREQ and discards other duplicate RREQ’s. With delaying RREQ tech-
nique, RREQ’s with non-optimal route are more likely to be discarded than the
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RREQ messages from nodes with the optimal value. The time of holding RREQ
and delaying the RREQ rebroadcast at an intermediate node is proportional to
its total traffic load. After delaying, the RREQ to be rebroadcasted is put in
priority queue. Consequently RREQ traversing nodes with low traffic loads will
arrive at the destination early.

Each node keeps track of its local connectivity and its information, i.e., which
neighbors are sharing nodes. This is performed either by using periodic exchange
of so-called HELLO messages.

4 Simulation Results and Implementation

Here we show the simulation results, design architecture and its implementation.
To validate the implementation, we measure the performance.

4.1 Simulation Results

The Simulation environments and methods are described in [13]. In [13] we
showed the end-to-end delay and packet delivery ratio. Here we show the TCP
traffic in Figure 1. WLAR, compared with AODV, generally show superior per-
formance. Especially, it shows better performance in the network where nodes
do not move much and the network traffic is heavy.. Also, the number of effective
TCP conncections for WLAR is more than AODV. Under the light traffic load,
as network congestion is not generated, there is similar performance.

Fig. 1. Throughput for TCP Reno connections
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4.2 Implementation of WLAR

The WLAR has been implemented by modifying the source code of AODV-
UU, which is developed at Uppsala University. WLAR is developed for laptop
computers on Linux kernel version 2.4.20-8, the kernel version provided by the
Red Hat Linux version 9.0, and for PDA on Linux kernel version 2.4.29, kernel
version 0.7.0. The Linux operation system is chosen due to its availability and
familiarity. For Wi-Fi equipments, laptop computers are equipped with Lucent
Orinoco (Wave LAN) Silver, and iPAQ H5450 of HP with built-in WI-Fi

4.3 Architecture of WLAR

Figure 2 and 3 illustrate the logical strucute of he WLAR implementation, shades
are modified parts from AODV-UU.

Fig. 2. WLAR Routing Aritecture

The kernel routing table is maintained by the routing daemon according to
the WLAR algorithm. WLAR typically maintains two different routing tables:
kernel routing table and routing table cache. The routing table cache is used in
user domain to optimize the route discovery overhead. Each entry in this route
cache has an expiration timer, which needs to be reset when the corresponding
route is used. The entry should be deleted when the timer for that entry expires.
k add rte() and k del rte() functions add or delete routes to the kernel routing
table using the ioctl() interface. k chg rte() function updates the kernel routing
table entry using ioctl() interface.
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Figure 3 shows filve hooks defined in the Netfilter architecture. A datagram
may enter to the IP layer either from the upper layers or through a network
interface.

Fig. 3. Netfilter hooks

4.4 Experimemtal Results

Fig. 4. Ad hoc wireless testbed for experimental evaluation

Figure 4 shows an ad hoc wireless testbed used in experiments. Test network
topology and test scenarios are as follows:
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– Node B and C are one-hop neighbors
– Node D and E are in the radio range of B and C
– The distance between B and A is equal to the distance between C and A.

Also, the distance between D and B (or E and B) is equal to the distance
between D and C (or E and C).

– Node D and E are not direct reachable from node A
– Scenario is that Node A makes a CBR communication with node D and then

makes another CBR communication with Node E.
– Data rate is 50 packets per second and data size is 20 bytes.
– We assume that Node A, B, C, D, and E do not change the topology during

the test.

WLAR reduces the end-to-end delay up to one-tenth. WLAR can improve
the throughput of TCP than other implementations by 65% since the reduction
of end-to-end delay reduces the round trip delay of data packets. The WLAR
improves the Packet since it reduces the congested areas by distributing two
CBR traffic to different routes.

Version
Metrics

NIST-AODV AODV-UU WLAR

Average End-to-End Delay 0.2176 0.1514 0.0221

Throughput (Kbytes/sec) 40 48 79

Packet delivery Ratio 0.8152 0.8542 0.920304

Table 1. Experimental Results

Fig. 5. 50 packets per second TCP performance
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Fig. 6. 16 packets per second TCP performance

Figure 5 and 6 show throughput performance for each implementation, where
throughput is calculated to be the number of bytes delivered to the destination
node during 150 seconds. And Figure 5 show the TCP throughput over ad hoc
network with offered load: For the offered load, the data rate is equal to 16
packets per second and data size is 480 bytes (G.711 voice traffic). Figure 6 date
rate is 50 packets per scond and data size is 20 bytes.

WLAR improves the TCP performance by reducing the occurrence of con-
gestion. It is reduces the RTT of the TCP traffic and results in improving the
throughput. In Figure 5 and 6, while the slope of WLAR is similar to that of
AODV-UU WLAR has lower delay than that of AODV-UU since all traffic in
AODV-UU are delivered on one route.

5 Conclusions

Since an ad hoc network is multi-hop communication, it is important to generate
and maintain multi-hop routes. In this paper, we proposed and verified excellent
performance of WLAR. Average number of packets queued in interface is calcu-
lated by Exponentially Weighted Moving Average (EWMA). The reason to use
average number of packets queued in interface is to avoid the influence of tran-
sient congestion of router. a source node initiates a route discovery procedure
by flooding RREQ messages, each node receiving an RREQ will rebroadcast it
based on its own total traffic load so that the flooded RREQ’s which traverse
the heavily loaded routes are dropped on the way or at the destination node.
Destination node will select the best route and replies RREP. Accordingly, it can
choose the better route to reflect not only its state but also near-by node state.
To measure the performance, seen from the simulation, WLAR algorithm shows
excellent performance compared with existing AODV in ad hoc network. It also
avoids the influence of burst traffic and transient congestion. Route selection of
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this method provides the near-by nodes of gateway with load balance through
one gateway when mobile node connects Internet [3]. Accordingly, among near-
by nodes, it produces the reduction of power consumption and end-to-end delay
time, advancement of general throughput and improvement of delivery ratio for
specific node.
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Abstract. The growing importance of Web traffic on the Internet makes
it important that we have an accurate understanding of this traffic source
in order to plan and provision. In this paper we present an empirical
model of TCP connections used in delivering Web objects. Our TCP
model takes advantage of a unique behavior of TCP that it alternates
between inactive and active periods of transmitting data segments in
bursts. Based upon the bursts in a TCP connection, we characterize
TCP by defining the period between the starts of adjacent bursts and
measuring the number of data segments transmitted and the time spent
in this period. From the characterization we develop a TCP model that
attempts to capture the major aspects of the real TCP connection.

1 Introduction

The exponential growth rate of the World Wide Web (Web) has led to a dramatic
increase in Internet traffic as well as a significant degradation in user-perceived
latency while accessing the Web. This has spawned significant research aimed at
improving Web performance [8]. Fundamental to improve Web performance is
a solid understanding of Web traffic characteristics. Systems designed without
proper understanding of traffic patterns can result in unpredictable outputs and
biased performance in certain situations. Consequently, it is important that we
have deep and broad understanding of this source of traffic.

The performance of the Web heavily depends on the performance of TCP
and HTTP. Hence, it is important that we study the behaviors of TCP and
HTTP layers for complete understanding of Web traffic. We have presented a
study of Web traffic in the HTTP layer in our early study [2]. This early study
covered the behavior of Web traffic in the boundary of the Web pages: e.g.,
the number of objects and connections in a page, individual object size, and
so on. In this study, we characterize and model Web traffic in the TCP layer.
The characterization in the TCP layer analyses the behaviors of Web traffic in
connections used in delivering objects.

Numerous studies have developed analytical models of TCP behavior in an
accurate manner [5],[6]. These analytical models of TCP have two weaknesses
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to be used in our study. First, most analytical TCP models have concentrated
on the steady-state throughput of TCP. A TCP model in our study necessitates
the transient behavior because TCP under HTTP rarely reaches the steady state
because of a small object size [2],[8]. Secondly, some assumptions made in the
past studies are a distance from being realistic: for example, delayed ACK is
suppressed; segments experience constant RTT; and the receiver has a large
buffer space.

The question we try to address in this study is how to model a complete TCP
connection used in delivering Web o bjects. In particular, how can we incorporate
a transient behavior of a TCP connection into our Web traffic model? This
question is a challenging problem because a system behavior in the transient
state is hard to predict.

We have observed that TCP alternates between inactive and active periods
of transmitting data segments in bursts. Based upon the bursts in a TCP con-
nection, we model TCP by: (1) defining the period between the starts of adjacent
bursts and (2) measuring the number of data segments transmitted and the time
spent in this period. We have also observed that inter-arrival times of segments
inside bursts are a lot smaller than those across bursts. The inter-arrival times of
segments across bursts are comparable to a round trip time (RTT) of a connec-
tion. From this observation, we have developed a scheme to estimate the RTT of
a connection and then to distinguish different bursts in a connection using the
estimated RTT.

The remainder of this paper is organized as follows. Section 3 describes how
we distinguish the different bursts in a connection. Section 4 characterizes TCP
connections, and Section 5 describes the generation of traffic based on the model.
We conclude, in Section 6, with a discussion of remaining work.

2 Related Work

Mathis et al.[6] and Padhye et al.[5] derived analytical models of TCP Reno
congestion avoidance in the steady state. Mathis observed an envelope of the
window-size evolution traverses a perfectly periodic saw tooth under certain
circumstances. They considered the area surrounded by this envelope was the
throughput and derived a closed-form equation of the throughput with respect
to RTT and the probability of segment drops. Padhye also used the envelope but
his model was more general as some assumptions made by Mathis were relaxed.
They validated their models by showing the closeness in the throughput between
the model and a real connection.

Not many studies have attempted to model the transient behavior of TCP.
Caldwell et al.[7] extended Padhye’s work to derive new models for two aspects
that can dominate TCP latency: the connection establishment three-way hand-
shake and slow start. Hiedemann et al.[4] modeled the performance of HTTP
over several transport protocols. To evaluate HTTP performance over TCP, they
modeled slow-start behavior of TCP and proposed the number of segments in
burst for different acknowledgment policies.
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Fig. 1. A typical transaction of a TCP connection transferring a Web object

3 Epoch

TCP alternates between inactive and active periods of transmitting data seg-
ments in bursts. After a TCP sender transmits an entire window-size worth of
data segments in a burst, it pauses until the first ACK in a burst returns. That
is because window size is still too small to completely fill the pipe. Based upon
the bursts in a TCP connection, we characterize TCP by: (1) defining the period
between the starts of adjacent bursts and (defined as epoch) (2) measuring the
number of data segments transmitted and the time spent in this period (defined
as the number of data segments in an epoch and epoch time, respectively). The
number of segments and the epoch time form the primary parameters in our
study of TCP characterization and modeling.

A typical transaction of a TCP connection retrieving a Web object is shown
in Fig.1. The TCP connection in Fig.1 contains six epochs. In Fig.1, the epoch
time in the second epoch is the period between the first and the third data
segments. The number of data segments in the second epoch (epoch number
two) is two.

3.1 Epoch Delimitation

At epochs the number of data segments doubles in size in slow-start and in-
creases by one segment in congestion avoidance. Thus the relationship in the
slow start stage is exponential relation between the epoch number and the num-
ber of segments in an epoch. Hence, one might conclude that a new epoch is
initiated after transmitting the fixed number of data segments in the current
epoch. However, this exponential relation is not always guaranteed, resulting in
an obscurity of epoch boundaries.

The delayed ACK scheme [3], variable RTTs, slow servers and segment drops
are the factors contributing to epoch variability. In reality, RTTs vary and the
variance is quite significant. Unlike Fig.1, time lines between subsequent data
segments and ACKs are not parallel any more. Slow servers make TCP wait
for data segments to arrive in clients, increasing the periods between subsequent
segments. When a segment drop is detected, TCP enters a special stage to repair
the drop. This stage lasts a number of times longer that an RTT in a connection.
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If data segments in a burst were delayed long enough to be comparable to RTT
because of aforementioned factors, the delayed data segments would arrive at a
client as if they were the start of a new burst.

All of these cases may create the circumstances where the epoch boundaries
are hard to distinguish. We are given nothing but a series of TCP segments with
timestamps passing in two directions. Nevertheless, from this limited informa-
tion, we should be able to tell which segments initiate new epochs.

Fig. 2. Two probability distributions of inter-arrival time of segments (a) be-
tween 0 and 500ms and (b) above 500ms

3.2 Segment Inter-arrival Time

To achieve accurate epoch delimitation, we take advantage of the inter-arrival
time of segments. Fig.2 shows the distribution of inter-arrival times of segments
in two directions measured from the trace: upstream (a client to a server) and
downstream (a server to a client). The inter-arrival time of segments can be
divided into three regions: up to 20ms, between 20ms and 500ms, and above
500ms. We will consider these three regions in turn.

The peak in each distribution between 0 and 20ms corresponds to the segment
arrival in bursts. The quantile difference in Fig.2.a - 0.32 and 0.59, respectively
- is caused by the TCP acknowledgement strategy. While data segments are
transmitted immediately after they are available to TCP, ACK segments can
be delayed no more than 200ms because of the delayed ACK. Hence, the inter-
arrival time of ACK segments in the upstream tends to be longer than that in
the downstream.

Relatively small mounds between 20ms and 500ms are mainly attributed to a
connection waiting for an ACK segment after sending a burst of data segments.
We contend that this waiting period should be comparable to an RTT in a
connection. That is because this waiting period lasts until the ACK of the first
segment in the burst returns to the server and, by definition, this period is an
RTT.
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Segments in a connection experiencing a drop or segments in keep-alive con-
nections can also cause inter-arrival time larger than 500ms. When a segment
drop is detected a client abstains from transmitting segments for a retransmis-
sion timeout. This timeout period lasts at least one second to a few seconds. As
a result, the inter-arrival time increases proportionally. Fig.2.b shows the distri-
bution of inter-arrival time between 0.5 to 100 seconds. In this figure, relatively
small mounds are shown near 15, 30, and 60 seconds. These inter-arrival times
were caused by connections forced to close by a server after the expiration of a
keep-alive timer.

In summary, in an epoch, a relatively long inactive period is followed by a
burst of data segments arriving in short intervals. It takes roughly an RTT for
the next epoch to start after one epoch ends. We take advantage of the inter-
arrival time of segments to delimit the epochs in a connection: that is, a segment
is treated as initiating a new epoch when the segment is transmitted after the
period close to the RTT from the previous segment.

3.3 RTT Estimation

A new epoch starts if two consecutive data segments are separated by an RTT.
For the accurate determination of epoch boundaries a good estimation of the
RTT is essential. However, the RTT is neither known a priori nor a constant value
throughout the connection. For an unknown RTT we use an estimation technique
to assess the RTT in a connection. As explained later in this Section , we select
conservative parameter values in the RTT estimation. For a conservative RTT
estimation, we introduce the use of a value that we call the threshold of the
epoch. The threshold is used instead of the estimated RTT to identify epochs to
compensate for possible error in the RTT estimation. As a result we use seventy
five percent of the RTT estimation for the threshold.

We can measure a number of RTT samples in a connection. A measured RTT
value does not necessarily equal to the previous value because some components
of RTT may vary depending upon the condition of a connection. We accommo-
date varying RTTs by using an adaptive adjustment scheme. In essence, this
scheme monitors the condition of a connection and deduces reasonable values
for RTT. As the condition of a connection changes, this scheme revises its RTT
value.

We illustrate the measurements of RTT samples and the RTT updating in-
stances in our scheme with Fig.1. The SYN interval is the first measurement
of the RTT in a connection. This measurement is marked as“0th” (zeroth) in
Fig.1. The first epoch is initiated when a client sends a request. After the zeroth
epoch until the first data segment arrives at the client it takes another RTT (first
epoch in Fig.1), and we measure the second RTT sample. The RTT estimation
is updated with the second RTT sample. The second data segment arrives at the
client after the threshold, and, hence, this segment initiated the second epoch.
At this time, the third RTT sample is measured and the RTT estimate is up-
dated accordingly. According to Fig.1, as the connection evolves, we have four
more RTT samples.
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We do not update the new RTT estimate when the RTT sample is 2.5 times
larger than the current RTT estimate. This long period is caused by the segment
drop but not by a dramatic change in the condition of a connection. A segment
drop mostly causes an abnormally long inter-arrival time in TCP. Therefore, we
do not want to update the RTT estimate. However, by definition, the segment
drop eventually initiates a new epoch.

Because the RTT in a connection may vary over time we developed a scheme,
called “exponential averaging technique”, to adapt the RTT estimate promptly
to the new condition. Our adaptive adjustment scheme is similar to the TCP
timeout and retransmission [3]. The RTT estimate and the threshold can be
derived from the following simple equations:

diff = R̃TT −RTT [i] . (1)

RTT [i+ 1] = RTT [i] + δ × diff, ifR̃TT ≤ 2.5×RTT [i] . (2)

RTT [i+ 1] = RTT [i] , ifR̃TT > 2.5×RTT [i] . (3)
threshold =β ×RTT [i+ 1] . (4)

where δ is a fraction between 0 and 1 that controls how quickly the new sample
affects the RTT estimate. β is a factor that controls how much the estimate
affects the epoch threshold. We use 0.75 for the value of β and 1/23 for δ. A
variable, called diff in Equation (1), keeps track of the difference between the
current RTT sample and the previous RTT estimate.

We evaluated the performance of the selected δ and β values. We implemented
the differential averaging technique with different β values of 0.65, 0.75, and 0.9.
Our conclusion was that the changes to the β value within 0.1 from 0.7 would
not degrade the performance of the proposed technique significantly. We have
selected the δ value of 1/8 that minimizes the difference in the distributions
between the epoch time and the downstream inter-arrival time.

4 TCP Characterization

Having defined an epoch in a connection, we collected statistics of the two pri-
mary parameters from a trace. We would like to measure the traffic close to
a client because we are modeling the traffic sent by, and to, the client. At the
same time, we want a large cross-section of traffic. We meet these objectives by
recording a trace of traffic on the backbone network of the Georgia Tech cam-
pus. We use primarily a trace that was collected on the backbone network of the
Georgia Tech campus from 11 a.m. to 12 p.m. on Wednesday, March 15 2000.

For better understanding of the statistical properties we introduce a “modu-
lated-joint distribution (MJD)”. LetX denote one of the primary parameters and
Y denote the epoch number. The statistics of X changes at different Y because
X is a non-stationary random process with respect to the epoch number. We
represent the statistics of X in a single plot as a joint distribution of X and
Y . In this representation we modulate the probability of p(x, y) to p(x|y). One
benefit is a compact representation of random process X in a single plot. We
can also represent detailed statistics of X at large Y s.
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Fig. 3. MJD of epoch number and the
number of segments in an epoch

Fig. 4. The number of data segments up
to the six epochs

4.1 The Number of Segments in an Epoch

Fig.3 shows a MJD of the epoch number and number of segments in an epoch.
The figure shows up to epoch number 10 and 10 segments in an epoch. Changes
in the distribution are small for epoch numbers greater than six.

Fig.4 shows the probabilities of the first six segments per epoch. At the
first epoch more than 60 percent of the epochs serve the two segments. This
measurement attracts our attention because the number of segments in the first
epoch is equal to the value of the initial congestion window (ICW). From this
measurement we can access different TCP implementations on the ICW. Two
segments are most common in the first epoch. A newer version of Linux and the
beta version of Solaris 8 set their ICWs to four segments.

The two data segments in the first epoch result in either one ACK acknowl-
edging the two segments or two ACKs acknowledging the individual data seg-
ment. In either case the first epoch is closed, and the window size would be
increased to three or four. A server turns to the second epoch and can trans-
mit three or four data segments in the second epoch. Our result shows that
three segments in the second epoch are most common. After transmitting three
segments in a row a server waits for an ACK in the second epoch. A client
is supposed to acknowledge immediately when receiving two-full-MSS-size seg-
ments even though the delayed ACK feature is set to active. The ACK for the
first two segments is returned immediately when the second epoch finishes. This
ACK increases the congestion window size to four. At the third epoch in Fig.4,
three segments are also most common, although the current window size is four.
At the beginning of the third epoch, the server still has one unacknowledged
data segment transmitted in the second epoch. Hence, the server can only send
three data segments.

At the fourth epoch the probability is more or less uniformly distributed. We
expected by inductive reasoning that the probabilities would be large at four,
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five, and six segments and that the rest of the probabilities would be small.
The difference from our expectation is because of the large number of one, two,
and three segments in the fourth epoch. When alerted to a segment drop, TCP
decreases the congestion window size either to one or to half of the size before
the drop. One and two segments occurring in the fourth epoch are partially the
result of the window size being reset to one. This observation suggests one, two,
and three segments are possible in epoch number four and greater.

At the epoch number greater than six, the probabilities on one, two, and six
segments become prominent. The statistical properties of the number of data
segments at these higher epochs are quite similar to that at epoch number four.

Fig. 5. MJD of epoch number and the
epoch time.

Fig. 6. Means and medians of epoch
time at different epochs.

4.2 Epoch Time and Epoch Ratio

Fig.5 shows the modulated-joint distribution of epoch numbers up to 10 and
the epoch time smaller than 300ms. The variation in the epoch time is small
in the epoch numbers greater than six. Fig.6 shows means and medians of the
epoch time along with the epoch number. The average epoch time increases
with the epoch number until ten and is saturated to 1.1 seconds. A mean is
affected by outliers that is, in our case, the relatively large keep-alive timer.
The median decreases between the first and second epochs, and then increases
up to the sixth epoch. The large median at the first epoch is because of the
long processing time at the server. A client sends a request for an object at the
first epoch. The server parses this request and reads the corresponding object to
download the object. The first epoch includes this processing time and tends to
be longer than neighbor epochs.

We introduce another parameter, called an epoch ratio. An epoch ratio is
a ratio of a SYN interval to an epoch time in a connection. This parameter
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helps us to understand how epoch times in a connection varies with respect to a
SYN interval. We measured SYN intervals from the time taken by the three-way
handshake. We did not collect any statistics of the parameters from connections
where either SYN segment was retransmitted. The distribution of the epoch time
shown in Fig.5 is transformed to that of the epoch ratio by dividing a unique
SYN interval in a connection by the epoch time in the same connection.

5 Traffic Generation in TCP Model

We constructed a TCP model based upon the TCP characterization. The number
of segments in an epoch, the epoch ratio and the additional parameter of the
SYN interval are used primarily to generate the synthetic traffic in the model.
The TCP model simulates epochs in a TCP connection.

For the complete model of Web traffic, the TCP model relies on the HTTP
model to obtain essential information regarding a connection. The TCP model
obtains the object size from the HTTP model. In addition, a real connection can
be a keep-alive connection, delivering more than one object. The HTTP model
also determines a keep-alive connection and the elapse time between objects: i.e.,
from the end of an object to the start of a new object. As a result, the HTTP
model determines the four application-level statistics including the request size.

At the beginning of a connection a client in the model exchanges a SYN
segment with a server, mimicking the three-way handshaking. The three-way
handshaking lasts for a period drawn from the SYN interval distribution. After
the three-way handshaking a client enters at the first epoch by sending a request
segment. At this point, the HTTP model informs of the request size and the
object size. The model calculates the total number of segments in a connection
by dividing the object size by a MSS of 1,460 bytes.

The number of segments in the first epoch is determined from the distribu-
tion of number of segments in an epoch given epoch number one. For the time
the first epoch lasts, we use the multiplication of epoch ratio drawn from the
distribution given epoch number one and the SYN interval for this connection.
The generations of the two parameters in the successive epochs follow the same
manner as the first epoch, but are assumed to be independent across epochs.

In an epoch the model generates a burst of segments followed by an idle
period until the next epoch starts. At the end of each epoch the model checks if
a server has transmitted enough segments for the given object size. The model
succeeds to the next epoch as long as the cumulative number of transmitted
segments is less than the total number of segments. At the last epoch, when the
model finishes downloading the current object, the HTTP model informs the
TCP model of the decision on whether the connection should remain open for
the delivery of the next object or should be closed.

The TCP model developed in this study was combined with the HTTP model
developed in [2]. This complete Web traffic model can substitute for an actual
client and can be used in simulations as a Web traffic generator. The complete
Web traffic model simulates an ON/OFF source where the ON state represents
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the activity of a Web page and the OFF state represents a silent time after all
objects in a Web page are retrieved. In general, the HTTP model determines the
number of connections in a Web page. The TCP model characterizes behaviors
of the model in the connections.

6 Conclusion

In this paper we have presented an empirical model of a TCP connection used to
deliver Web objects. For a complete Web traffic model, it is essential to charac-
terize and model a TCP connection from the beginning to the end. However, an
analytical model of the entire TCP connection is difficult because of its transient
behavior in the slow-start stage and the many factors that go into determining
TCP behavior.

We characterized a TCP connection including its transient state using the
two primary parameters: the number of data segments in an epoch and the epoch
time. Based upon these parameters and their statistics we built a TCP model
that attempted to capture the major aspects of the real TCP connection.

A number of avenues for future work remain. First our model can be enhanced
to design a better adaptive scheme to respond quickly to possible fluctuation on
the RTT in a connection. Our accurate epoch delimitation was possible because
the RTT variation was moderate. The performance of the proposed adaptive
scheme might be degraded on applying to TCP connections over wireless or dial-
up channels where the connections may experience more severe RTT variation.
Second we can add more values on our model by extending the model to cover
other types of applications where TCP operates at a bulk transfer mode. File
transfer protocol (FTP), simple mail transfer protocol (SMTP) and peer to peer
(P2P) are those applications.
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Abstract. The network performance obtained from the active probe
packets is not equal to the performance experienced by users. We can
obtain more exact result by using the characteristics of packets gained by
passive measuring to calibrate the result of active measuring. The method
of combining passive and active approaches has some advantages such
as protocol-independent, negligible extra traffic, convenience and being
able to estimate individual user performance. Considering the number
of user data packets arriving between probe packets and the latency
alteration of neighborhood probe packets, we propose the Pcoam (Passive
Calibration of Active Measurement) method. It could reflect the actual
network status more exactly, especially in the case of network congestion
and packet loss, which has been validated by simulation.

1 Introduction

Latency is clearly a key performance parameter and utilization indicator for any
modern IP network[1,2,3]. In general, conventional schemes to measure the net-
work delay are classified into two types, active and passive measurements. Active
measurement measures the performance of a network by sending probe packets
and monitoring them. In passive measurement, the probe device accessing the
network records statistics about the network characteristics of data packets. Un-
fortunately, both types have drawbacks especially when they are applied to delay
measurement[4].

Although active measurement is easy to implement, the result of active mea-
suring depends on the network traffic load, measuring time, measuring interval,
sampling methods and even the size of measuring packets. To measure the per-
flow generated by individual users or applications, active measurement must
insert many active probe packets. This method would make the network con-
gestion to be more serious. On the other hand, passive measurement can get
more exact measure result. But the passive measurement requires all measuring
devices to be synchronized. It does not have good scalability when it is adapted
to a large-scale network.
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Using short active probe packets and sending them at certain intervals, like
ping, could get the approximate performance of network. But the performance
obtained from the probe packets is not equal to the performance experienced by
users [5].

Masaki Aida et al. have proposed a new measuring technique, called CoM-
PACT Monitor[4,5,6]. Their scheme requires both active and passive monitoring
using easy-to-measure methods. It is based on change-of-measure framework and
is an active measurement transformed by using passively monitored data. Their
scheme can estimate not only the mixed QoS/performance experienced by users
but also the actual QoS/performance for individual users, organizations, and
applications. In addition, their scheme is scalable and lightweight.

The CoMPACT scheme supposes that the interval of sending probe packets
can be very short and thus ensures that the interval of receiving those probe
packets is also short. The error of estimator would increase as the interval of the
probe packets arriving increases, especially when the network is in congestion or
the loss ratio is high.

We can use the characteristics of user packets gained by passive measuring to
calibrate the active measuring for more exact measuring result. We consider not
only the number of user data packets, but also the relationship of the adjacent
probe packets’ delay. We propose the Pcoam method (Passive Calibration of
Active Measurement) and our method could reflect the actual network status
more exactly in the case of network congestion and packet loss.

The paper proceeds as follows. Section 2 describes the active measuring
method and the CoMPACT monitor. We analyze the adjacent packet latency
alteration and propose the Pcoam method (Passive Calibration of Active Mea-
surement) in section 3. In section 4, we show the validity of the Pcoam method
by simulation. Finally, conclusions deriving from the effort are presented and
future work is discussed in Section 5.

2 Active Measurement and CoMPACT Monitor

The network performance obtained from the active probe packets is not equal to
the performance experienced by users. The simple active measurement cannot
estimate the delay experienced by users. Fortunately, we could obtain more exact
evaluation by using the characteristics of packets gained by passive measurement
to calibrate the result of active measuring.

2.1 Active Measurement

Let X be the measurement objective, measurement period is [0, T ]. Let V (t)

be the delay, the indicator function is defined: φ(t, a) =
{

1, V (t) > a
0, V (t) ≤ a

. So the

distribution function of delay is as follows:

Pr(X > a) =

∫ T

0
φ(t, a)dt
T

. (1)
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Suppose there are n user data packets and mprobe packets arriving in the
measuring period. Let Ai be the delay of packet i, the indicator function φ is

as: φ(i, a) =
{

1, Ai < a
0, Ai ≤ a

. Then the delay distribution function obtained by user

packets as follows:

Pr(X > a) =
1
n

n∑
t=1

φ(i, a) (2)

The mean delay obtained by user packets is as:

Mu(X) =
1
n

n∑
i=1

Ai (3)

The delay distribution function obtained by active probe packets is as:

Pr(X > a) =
1
m

m∑
i=1

φ(i, a) (4)

The mean delay obtained by probe packets is as:

Mpr(X) =
1
m

m∑
i=1

Ai (5)

2.2 CoMPACT Monitor

It is difficult to measure user packets delay directly in that not only should the
time clocks of the monitoring devices be synchronized, but also the identification
process is hard as the packet volume is huge in a large-scale network.

Although we could not measure user packets delay directly, we can assume
the change of delay is little at any measuring time t if the interval of sending
probe packets Δt is enough short. Then

∀s, s′ ∈ [t, t+Δt) =⇒ V (s) ∼= V (s′) (6)

We can obtain the number of user packets between the neighborhood probe
packets through the simplified passive monitoring device. The simplified passive
monitoring device only monitors the arrival of the probe packets and counts the
number of the user data packets.

Supposing the number of user data packets is ρi between active probe packet
i and active probe packet i − 1. As the CoMPACT monitor[4,5,6] , which is
proposed by Masaki Aida et al., the delay distribution function is:

Pr(X > a) =
m∑

i=1

φ(i, a)
ρi

n
(7)
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The mean delay is:

Mc(X) =
1
n

m∑
i=1

Aiρi (8)

The CoMPACT monitor can use the number of user packets monitored during
the short neighbourhood around the arrival of active probe packets to replace
the number of user packets monitored between active probe packets [4]. This
method does not need care about the interval of active probe packets, but it
makes the passive monitoring device more complex.

3 Pcoam Method

3.1 Pcoam Method

Even though the interval of sending probe packets could be very short, it could
not be ensured that the interval of receiving or monitoring those probe packets is
short enough. The error of estimator would increase as the interval of the probe
packets arriving increases, especially when the network is in congestion or the
loss ratio is high.

When the network is busy or in congestion, we can assume that the change
of link delay is continuous in the period of [t, t + Δt), where the interval Δt is
short enough compared to the time variance of V (t).

Furthermore, we can assume the delay of packets in the period [t, t+Δt) is
a linear relationship with the time. Then

∀s ∈ [t, t+Δt) =⇒ V (s)− V (t)
s− t

∼= V (t+Δt)− V (t)
Δt

(9)

Then the weight of active probe packets delay would not merely be the num-
ber of user data packets between the former probe packet and this packet, for the
difference between the delays of the adjacent probe packets should be taken into
account necessarily. We propose the passive calibration of active measurement–
Pcoam method. It could help to do more exact evaluation of network perfor-
mance even with slightly complex computations comparing to the CoMPACT
monitor[5]. The indicator function of the Pcoam method is as follows:

φ′(i, a) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 : Ai > a,Ai−1 > a

Ai−a
Ai−Ai−1

: Ai > a,Ai−1 ≤ a
Ai−1−a

Ai−1−Ai
: Ai ≤ a,Ai−1 > a

0 : Ai ≤ a,Ai−1 ≤ a

(10)

Then, the delay distribution is as follows:

Pr(X > a) =
m∑

i=1

φ′(i, a)
ρi

n
(11)

The mean delay is: Mpc(X) = 1
n

∑m
i=1

(Ai+Ai−1)
2 ρi, where A0 = 0.
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3.2 Implementation

Because the supposal (9) should not be applied to the network being idle, we can
set up a delay threshold based on experience to decide whether the network is
busy or not. As the delay of both adjacent probe packets is beyond the threshold,
we can suppose that each router is busy when this probe packets and data packets
traverse each hop. In this case we can presume the network is busy. Otherwise
we presume the network is not busy.

We could get the better measurement result to combine two methods to deal
with different cases. With establishing the threshold value D, when the adjacent
packets delay is higher than D, we should adopt Pcoam method, whereas the
CoMPACT method should be adopted. Therefore the indicator function is as
follows:

φ′′(i, a) =
{
φ′(i, a) : Ai > D,Ai−1 > D
φ(i, a) : otherwise

(12)

The delay distribution function is:

Pr(X > a) =
m∑

t=1

φ′′(i, a)
ρi

n
(13)

To combine the CoMPACT method with the Pcoam method, it is impor-
tant to determine an appropriate threshold. The threshold depends on network
topology, network congestion condition and the interval of sending active probe
packets.

4 Simulation

We use the ns2 [7] network simulator to demonstrate our schemes. We measure
the queueing delay at the bottleneck router, which does not include the service
time for the packets themselves. We use a few of ON-OFF sources to generate
and simulate the network traffic.

Let us consider a network model with multiple bottlenecks as shown in Fig. 4
The model has 20 pairs of source/destination hosts. Twenty sources are catego-
rized four different types described in Table 1. Each application traffic type is
assigned to five hosts. As the transport protocol for the user packets, both TCP
and UDP are evaluated.

Link capacity between hosts and edge routers is 1.5 Mbps, that between the
edge routers and core routers is 8 Mbps, and that between the core routers is
10 Mbps. The queue discipline of this links is FCFS. Each host on the left is a
source and transfers data to the corresponding host on the right.

We conducted a 2400-s simulation using ns2 and measured the distributions
of delay between ingress and egress routers for both active probe packets and
user packets. Simultaneously, we calculated the delay distribution by CoMPACT
Monitor and Pcoam Method.
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Fig. 1. Simulative multiple hop network model

The active probe packets are fixed at 64 bytes long. To evaluate the active
measuring, there are two pairs of hosts for sending and receiving the active probe
packets, PA’s and PB ’s in Fig. 4. They are connected in the same manner as
the user hosts. Active probe packets sending by host PA are generated every 2
second. Active probe packets sending by host PB are inserted into the network
according to a Poisson process and the mean interval of active probe packets
inserted into the network is 2s. The extra traffic caused by the active probe
packets is only about 0.0032% of the link capacity of 8 Mbps and 0.0052% of
the link capacity of 10 Mbps, so the influence on user traffic is negligible.

Table 1. Simulative multiple hop network node traffic configure

Node Protocol Packet
length

ON
period

OFF
period

ON/OFF
distribution

Shape Rate

#1–#5 TCP 1.5KB 10s 5s Exponential – 1Mbps
#6–#10 UDP 1.5KB 5s 5s Pareto 1.5 1.5Mbps
#11–#15 TCP 1.5KB 5s 10s Exponential – 1Mbps
#16–#20 UDP 1.5KB 2s 8s Pareto 1.5 1.5Mbps

We chose the connection #6 and connection #11 to do the analysis. Fig. 2 and
Fig. 3 show the queueing delay distribution of connection #6 and connection #11
of the active probe packets, data packets, and the delay distribution obtained by
CoMPACT Monitoring and Pcoam method. We found that Pcoam method could
acquire better evaluation than the CoMPACT method in the case of network
congestion.

Table 2 lists the mean delay of the four types connection obtained by four
methods. We found the implementation of CoMPACT Monitor and Pcoam
Method could estimate the queueing delay according to user traffic characteris-
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tics. The Pcoam method is more exact than CoMPACT method, especially in
the case of network congestion.

Table 2. Mean Delay

Mean delay (ms)
Node user packets active probe CoMPACT

Monitor
Pcoam
Monitor

Number of user
data packets

#1 412.621 563.464 425.081 421.817 100741
#6 697.176 563.464 622.457 626.341 156301
#11 445.468 544.013 466.591 461.027 80761
#16 705.745 544.013 671.574 679.249 58499

5 Conclusions

The passive calibration of active measuring latency method improves the CoM-
PACT method with considering the number of user data packets arriving be-
tween probe packets and the latency alteration of neighborhood probe packets.
This effective method is able to overcome the difficulties both in active and
passive schemes as CoMPACT method could. It has some advantages such as
protocol-independent, negligible extra traffic, convenience and being able to esti-
mate individual user performance. This method could reflect the actual network
status more exactly, especially in the case of network congestion and packet loss.
This method is useful for IP network and Virtual private network.

We used simulation to validate the proposed method. As a result, our scheme
and the CoMPACT method have been shown could give a good estimation of
the performance experienced by the user. Our scheme could get better result
especially when the network is busy or in congestion. So it would be better to
combine two methods to get more accurate measurement results. We would like
to improve our method to deduce more exact performance by using less data in
the future.

Acknowledgements

The research reported here has been supported by the National Natural Science
Foundation of China(No.60373023). And the authors would like to thank Dr.
Masaki Aida for his help and encouragement.

References

1. Almes, G., Kalidindi, S., Zekauskas, M.: A one-way delay metric for ippm. Tech-
nical Report RFC2679, IETF (1999)



206 Zhiping Cai et al.

2. Paxon, V., Almes, G., Mahdavi, J., Mathis, M.: Framework for ip performance
metric. Technical Report RFC 2330, IETF (1998)

3. Breibart, Y., Chan, C.Y., Carofalakis, M., Rastogi, R., Silberschatz, A.: Efficiently
monitoring bandwidth and latency in ip networks. In: IEEE INFOCOM 2000.
(2000)

4. Aida, M., Miyoshi, N., Ishibashi, K.: A scalable and lightweight qos monitoring
technique combining passive and active approaches. In: IEEE INFOCOM 2003.
(2003)

5. Aida, M., Ishibashi, K., Kanazawa, T.: Compact-monitor: Change-of-measure
based passive/active monitoring — weighted active sampling scheme to infer qos—.
In: IEEE SAINT 2002 Workshop. (2002)

6. Ishibashi, K., Aida, M., Kuribayashi, S.: Estimating packet loss-rate by using
delay information and combined with change-of-measure framework. In: IEEE
GLOBECOM 2003. (2003)

7. ns 2: (The network simulator - ns-2) http://www.isi.edu/nsnam/ns.
8. Ishibashi, K., Kanazawa, T., Aida, M.: Active/passive combination type per-

formance measurement method using change-of-measure framework. In: IEEE
GLOBECOM 2002. (2002)

9. Lindh, T.: A new approach to performance monitoring in ip networks —— com-
bining active and passive methods. In: Passive and Active Measurements 2002.
(2002)

10. Duffield, N.G., Lund, C., Thorup, M.: Properties and prediction of flow statis-
tics from sampled packet streams. In: ACM SIGCOMM Internet Measurement
Workshop 2002. (2002)

11. Liu, X., Yin, J., Tang, L.: Analysis of efficient monitoring method for the network
flow. Journal of Software (2003) 300–304

12. Willinger, W., Paxson, V., Taqqu, M.S.: Self-Similarity and Heavy Tails: Structural
Modeling of Network Traffic. Birkhauser Verlag (1998)

13. Pasztor, A., Veitch, D.: On the scope of end-to-end probing methods. IEEE
Communications Letters (2002)

14. H.Patel, S.: Performance inference engine (pie) —— deducing more performance
using less data. In: Passive and Active Measurements 2000. (2000)

15. Paxon, V.: End-to-end internet packet dynamics. IEEE/ACM Trans. Networking
(1999) 277–292

16. Liu, X., Yin, J., Cai, Z.: The analysis of algorithm for efficient network flow
monitoring. In: 2004 IEEE International Workshop on IPOM. (2004)



Topological Discrepancies Among Internet

Measurements Using Different Sampling
Methodologies

Shi Zhou1 and Raúl J. Mondragón2
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Abstract. Studies on Internet topology are based on measurement data.
There are three types of Internet topology measurements using different
sampling methodologies. This paper compares all of the three measure-
ments together by examining their topological properties, in particular
the recently introduced structural metric of rich-club connectivity. Nu-
merical results show that, although having similar degree distribution,
the topological discrepancies among the three Internet measurements
are significant. This work provides a “graph-centred” analysis on the
limitations of each sampling methodologies that are responsible for the
measurement deficiencies.

1 Introduction

Topology is the connectivity graph of a network, upon which the network’s phys-
ical and engineering properties are based. Effective engineering of the Internet
is predicated on a detailed understanding of issues such as the large-scale struc-
ture of its underlying physical topology, the manner in which it evolves over
time, and the way in which its constituent components contribute to its over-
all function [1]. Unfortunately, developing a deep understanding of these issues
has proven to be a challenging task, since it in turn involves solving difficult
problems such as mapping the actual topology, characterizing it, and developing
models that capture its emergent behavior. First of all, a complete and accu-
rate measurement is vital because studies on the Internet topology are based on
measurement data [2], [3], [4], [5], [6].

Practical measurements on the Internet topology became available only re-
cently. There are three types of data sources of Internet topology at the Au-
tonomous Systems (AS) level, namely the BGP AS graph [7], [8], [9], the Ex-
tended BGP AS graph [10], [11], [12] and the Traceroute AS graph [13], [14],
[15], [16], which are collected using different methodologies of inferring AS con-
nectivity information. There have been studies comparing between the BGP
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AS graph and the Extended BGP AS graph [11], [12], and between the BGP
AS graph and the Traceroute AS graph [16]. This paper compares all of the
three measurements together by examining topological properties, including de-
gree distribution, shortest path length, triangle coefficient and in particular, the
recently reported rich-club connectivity [17], [18], [19]. Although the three mea-
surements have similar degree distribution, numerical results show that they ex-
hibit significant topological discrepancies. This work provides a “graph-centred”
analysis on limitations of each sampling methodologies that are responsible for
the measurement deficiencies.

2 Internet Topology Measurements

The vertices (nodes) of the Internet connectivity topology are:

– Hosts that are the computers of users;
– Servers that are computers or programs providing a network service, which

also can be hosts;
– Routers that arrange traffic across the Internet;
– Domains or Autonomous Systems (AS) that are subnetworks in the Internet.

The global structure of the Internet is not determined by the hosts, but by the
routers (the router-level) and by domains (the AS-level). This paper is focused
on the topology of AS-level Internet (AS graph). After all, the Internet traffic is
routed using Border Gateway Protocol (BGP) among ASes. The followings are
the three types of measurements of AS-level Internet topology collected using
different sampling methodologies.

2.1 BGP AS Graph

The Internet passive measurement [7], [8], [9] produces BGP AS graphs, which
are constructed from Internet inter-domain BGP routing tables, which contain
the information of links from an AS to its immediate neighbors. The widely used
BGP data are available from the Passive Measurement Project at National Lab-
oratory for Applied Network Research [7] and the Route Views Project at Uni-
versity of Oregon [8]. Both projects connect to a number of operational routers
within the Internet for the purpose of collecting BGP routing tables. Though
the BGP AS path does not reflect how traffic actually travels in network on the
IP-level, it is due to show the forward AS-level path followed by the IP packets.
BGP data have widespread public availability and BGP tables have the advan-
tage that they are relatively easy to parse, process and comprehend. However
due to the way BGP advertise its paths, the BGP data in fact “hide” some
peerings.

2.2 Extended BGP AS Graph

The Topology Project at University of Michigan [10] provided the extended
version [11], [12] of BGP AS graph by using additional data sources, such as the
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Internet Routing Registry (IRR) data and the Looking Glass (LG) data. The
IRR maintains individual ISP’s (Internet Service Provider) routing information
in several public repositories to coordinate global routing policy. The LG sites
are maintained by individual ISPs to help troubleshoot Internet-wide routing
problems. Extended BGP AS graphs typically have 40% more links (and about
2% more nodes) than the original BGP AS graphs.

Most studies on the AS-level Internet topology were based on the above two
BGP-derived graphs, such as power-law degree distribution [20], hierarchical
structure [21], error and attack tolerance [22], [23] and degree-degree correla-
tions [24], [25].

2.3 Traceroute AS Graph

Another source of Internet connectivity data are the so-called Traceroute AS
graphs, which are produced by the active measurement methodology using tracer-
oute probing data. From 1998, the Cooperative Association for Internet Data
Analysis (CAIDA) [13] began its Macroscopic Topology Project to collect and
analyze Internet-wide topology at a representatively large scale. In the course of
this project CAIDA has created several innovative measurement, analysis and
visualization tools. The primary topology measurement tool is skitter [14], [15],
[16], which implements the Internet Control Message Protocol (ICMP) collect
the forward path from the monitor to a given destination and capture the ad-
dresses of intermediate routers in the path. The skitter runs on more than 20
monitors around the globe and actively collects forward IP path to over half a
million destinations. Traceroute AS graph extracts interconnect information of
ASes from the massive traceroute data (on the router level) collected by Skitter.
Traceroute AS graphs capture about 30% more links than BGP AS graphs due
to the visibility of peering at exchange points in traceroute paths, which rarely
appear in BGP tables.

Table 1. Network Properties of the three AS graphs

AS graphs Traceroute Extended BGP BGP

Number of nodes, N 11122 11461 11174

Number of links, L 30054 32730 23409

Characteristic path length, l∗ 3.13 3.56 3.62

Average triangle coefficient, 〈kt〉 12.7 23.4 5.3

3 Numerical Comparison and Graph-Centred Analysis

In this paper we study a BGP AS graph and an Extended BGP AS graph mea-
sured in May 2001 [10], and a Traceroute AS graph collected in April 2002 [26].
The three AS graphs have similar numbers of nodes whereas the Extended BGP
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AS graph and the Traceroute AS graph have significantly more links than the
BGP AS graph (see Table 1).

3.1 Degree Distribution

Degree k of a node is the number of links (or immediate neighbors) that the
node has. While degree is a local property, the probability distribution of the
degree gives important information of the global properties of a network. Users
of Internet measurements often did not pay enough attention on topological dis-
crepancies between different Internet measurements due to the fact that all three
AS graphs exhibit similar power-law degree distributions, P (k) ∝ k−2.22 [20].
However degree distribution characterize only one topological aspect of the net-
work’s extremely complex structure.

3.2 Rich-Club Connectivity

The Internet has a power-law degree distribution, which means the majority
of nodes have only a few links (low-degree nodes), whereas a small number of
nodes have large numbers of links (high-degree nodes). The Internet also exhibits
a so-called disassortative mixing behavior [27], where high-degree nodes tend to
connect with low-degree ones. However this property does not imply how high-
degree nodes are interconnected to each other (see Fig. 1).

(a) (b)

Fig. 1. Two disassortative power-law networks. (a) High-degree nodes are loosely
interconnected. (b) High-degree nodes are tightly interconnected.

Recently Zhou and Mondragon [17], [18], [19] introduced the concept of rich-
club phenomenon to characterize the Internet hierarchical structure, where high-
degree nodes (rich nodes) are tightly interconnected with each other and form
a rich-club. The average hop-distance between club members is very small (1
to 2 hops). The club membership is defined as “the r richest guys”, where r is
node rank sorted by decreasing order of node degree. A quantitative assessment
of rich-club property is obtained by measuring the rich-club connectivity, φ,
defined as the fraction of allowable links3 that actually exist among the club
members. The rich-club connectivity indicates how well club members “know”
each other. A rich-club connectivity of 1 means that all the members have a
direct link to any other member, i.e. they form a fully connected subgraph.
3 The number of allowable links in a r-node subgraph is r(r − 1)/2.
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Fig. 2 shows rich-club connectivity as a function of node rank r normalized
by the total number of nodes N . Fig. 2 shows that rich-club connectivity of
the BGP AS graph is significantly lower than the other two measurements.
It is expected because the BGP AS graph contains much less links. What is
interesting is that the top 0.8% richest nodes of the Traceroute AS graph are
more tightly interconnected than those in the Extended BGP AS graph although
the Traceroute AS graph contains less links than the Extended BGP AS graph.

The reason that many of the interconnections among rich nodes only appear
in the Traceroute AS graph is because they are actually “peer-peer” peerings
among large ISPs (Tier-1), who are not willing to provide the information of
their peerings since this information is economically critical. Therefore these
peerings are not transitive, i.e. not advertised to BGP peers except customers
at best, hence will not be seen in the BGP tables. Whereas traceroutes rely on
much more source-destination pairs than BGP data, so they sample the core of
the Internet better.

Fig. 2 shows that the Extended BGP AS graph contains more links connecting
among less connected nodes (see 10−2 < r/N < 10−1) than the other two
measurements. This is because the peerings added by IRR or LG data in the
Extended BGP AS graph are mainly peerings among small ISPs that are not
in the core of the network. These peerings are not present in the BGP AS
graph because small ISPs peer among each other so that except by getting the
BGP table from these ASes themselves, these “peer-peer” peerings can not be
inferred. Whereas the BGP tables collected by the passive measurements are
mainly from large ISPs in the core of the Internet. The reason that many links
among less connected nodes are not exhibited in the Traceroute AS graph is
because traceroutes sample “best routes” actually used by the traffic, so that
some peerings in the Extended BGP AS graph simply cannot be seen by active
measurements since they’ll only be used when other links fail.
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0.0

2.0

4.0

6.0

8.0

1.0

2 3 4 5 6

C
om

pl
im

en
ta

ry
 c

um
ul

at
iv

e 
di

st
ri

bu
ti

on

Shortest path length

Traceroute
Extended BGP

Original BGP

Fig. 3. Complimentary cumulative
distribution of shortest-path length.

10-4

10 -3

10 -2

10 -1

100

100 101 102 103 104

C
om

pl
em

en
ta

ry
 c

um
ul

at
iv

e 
di

st
ri

bu
tio

n

Triangle coefficient

Traceroute
Extended BGP

BGP

Fig. 4. Complimentary cumulative
distribution of triangle coefficient.

3.3 Shortest-Path Length (Routing Efficiency)

The shortest-path length, l, of a node is defined as the average of shortest hop-
length between the node and all other nodes. Fig. 3 shows that the BGP AS
graph and the Extended BGP AS graph (with 40% more links) have nearly
the same complimentary cumulative distribution shortest-path length, which is
notably displaced to the right of the Traceroute AS graph. The characteristic
path length, l∗, of a network is the average of shortest hop-length between all
pairs of nodes [28]. As shown in Table 1, the characteristic path length of the two
BGP-derived graphs are 0.5 hop longer than that of the Traceroute AS graph.

This difference can be explained by the above analysis on rich-club connec-
tivity. While the rich-club is a “super” traffic hub of the network, the disas-
sortative mixing ensures that peripheral nodes are always near the hub. These
two structural properties together contribute to the network routing efficiency.
The Traceroute AS graph measures more “peer-peer”peerings among large ASes
and contains a more tightly interconnected rich-club than the two BGP-derived
graphs. Therefore the Traceroute AS graph exhibits a higher degree of network
routing efficiency. However the extra links captured by the Extended BGP AS
graph are connections among small ISPs, which provide few shortcuts for routing
and therefore have very limited contribute to the network routing efficiency. In
fact the distribution of shortest-path length and the characteristic path length
of the Extended BGP AS graph are fairly close to those of the BGP AS graph,
which does not use the IRR or LG data.

3.4 Triangles Coefficient (Network Redundancy)

The quantity of short cycles [29] (e.g. triangle and quadrangle) is relevant because
the amount of alternative reachable routes in a network increases with the density
of short cycles. The triangle coefficient, kt, of a node is defined as the number
of triangles (or the number of inter-neighbor links) that the node has [18]. Fig. 4
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shows the complimentary cumulative distribution of triangle coefficient of the
three AS graphs. Fig. 4 and Table 1 show that the average triangle coefficient of
the Extended BGP AS graph is larger than that of the other two graphs, because
the IRR data and the LG data used by the Extended BGP AS graph contains a
large number of “peer-peer” peerings among small ISPs, which construct large
amount of triangles in the network.

4 Discussion and Conclusion

This paper compares all of the three measurements of AS-level Internet topology.
Each of them was collected by using different connectivity-inferring methodolo-
gies. Although the three AS graphs exhibit similar degree distributions, they
contain significantly different topological properties. The principal disparities are
characterized by the recently reported structural metric of rich-club connectiv-
ity. Comparing with the Traceroute AS graph, the two BGP-derived graphs lack
of links among highly connected nodes, whereas the Extended BGP AS graph
contains more links among less connected nodes than the other two graphs. This
paper provides a “graph-centred” analysis on the limitations of the very way
each type of measurement samples the AS-level Internet.

Numerical results presented in this paper suggest that none of the three
available AS graph measurements is complete. Since they do not overlap with
each other, it is not sensible to judge which measurement is more complete or
accurate. But it is clear that their structural differences are non-trivial because
they are relevant to network behaviors, such as routing efficiency (shortest-path
length) and routing flexibility (density of short cycles). Studies based on these
measurements should investigate the sensitivity of the findings to the deficiencies
and inaccuracies of the measurement data. Also there is a need of improving the
techniques of measuring the Internet.
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Abstract. To quantify the statistical dynamics of the BGP, we ana-
lyze the temporal and spatial correlation of macroscopic BGP message
flows obtained by passive measurement. We show that the time series
for the number of announcement and withdrawal messages has little cor-
relation in time, unlike the statistical behavior of traffic volumes. This
indicates that there is little possibility of a cascading failure, in which a
failure causes following failures, and that the occurrence of burst of BGP
messages has a Poisson nature. We also point out that there is space cor-
relation with the delay between the flows for the different measurement
points. Namely, even from macroscopic and passive measurement, we
show that the propagation delay of routing information from one mea-
surement point to another point can be statistically estimated.

1 Introduction

The Border Gateway Protocol (BGP) 4 [1] is the de facto inter-domain routing
protocol in the current Internet. It is responsible for routing between organiza-
tions called autonomous systems (ASes). Because of the complexity of the struc-
ture of the AS network, and also the financial/contractual agreements among
ASes, inter-domain routing has difficulties in managing to provide users with
efficient and correct routing information. In BGP, each AS only exchanges rout-
ing information with neighboring (or peer) ASes, when the network topology or
routing policy changes. Each BGP router maintains routing entries in its rout-
ing table, according to BGP update messages, consisting of announcements and
withdrawals. An announcement message is generated when a BGP router in an
AS discovers a new path for an existing route or for a previously unavailable
destination. Each announcement message consists of the prefix of the destina-
tion network and the list of AS numbers along the router to the destination. A
withdrawal message is an advertisement that a certain destination network is no
longer reachable.

Quantifying the dynamics—especially the stability—of BGP behavior in the
real Internet is an important research issue, because BGP dominates the stability
and performance of the current Internet. Historically, the Internet backbone has
been widely believed to be robust against individual failures in links or routers.
However, recent analyses of BGP have shown that it is not so stable because of
algorithmic, implementation, or operational problems. Ref. [2] reported conver-
gence delay on the order of minutes in calculating of routing from fault-injection
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and active measurement. Moreover, recently, to quantify the BGP dynamics, an
architecture for broadcasting BGP messages as beacon has been proposed [3] to
characterize the microscopic behavior of BGP.

In this paper, we focus on the macroscopic behavior of BGP rather than
its microscopic event-driven behavior from passively measured BGP traces, to
quantify the effects of failures in live data. From the viewpoint of temporal
(i.e., possibility of a cascading failure) and spatial (i.e., propagation delay for
failure information among measurement points) correlation of BGP messages,
we analyze the time series for the number of BGP announcement / withdrawal
messages obtained from four different measurement points in the U.S., U.K., and
Japan.

2 Data Trace

We collected BGP messages with time stamps at four monitoring points peering
with eBGP routers at ISPs for 3 days in June 2003: two Tier-1 ISPs in the U.S.
(US1 and US2), an AS which multihomed to two Tier-1 ISPs in Japan (JP),
and a Tier-1 ISP in the U.K. (UK). A BGP update message contains multi-
ple announcement / withdrawal messages, so for every measurement point, we
constructed a time series for the number of prefix-based announcement messages
and that for the number of withdrawal messages in one-minute bins. We omitted
the data corresponding to the first 20 min., because the first part of the data in-
cluded a large amount of routing information exchanged to initialize the router
at the measurement point. Also note that all the clocks at the measurement
points were synchronized by NTP.

Figure 1 is an example of a time series for the number of announcement
/ withdrawal messages at four measurement points. The figure suggests that
the fluctuation in the number of messages is bursty; most fluctuations were
small, however, there was a few large spikes over 2000 messages in one min.
In addition, it is obvious that the times when bursts occurred in the four sub
figures were not always synchronized. For example, for t ≈ 1500, there are bursts
of announcement messages indicating huge changes in route in (b). However,
we cannot find the same kind of behavior in (a) and (d), indicating that the
announcement messages were not generated by ASes near US1 and UK. This
is likely due to the effect of multihomed ASes, having multiple links to other
ASes. In this situation, another path is primarily selected as the best path, so
the primary route does not change even for a link failure along the alternative
path. Update messages are absorbed at such ASes.

3 Results

3.1 Time Correlation

We analyzed the time correlation, or long-range dependence (LRD), for BGP
message flows. In other words, we investigated how many BGP messages we
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Fig. 1. Number of BGP messages in a one-min. bin: (a) US1, (b) US2, (c) JP,
and (d) UK.

could statistically observe in the following time steps, if we observed a burst of
BGP messages at time t. We expect to observe a stronger time correlation when
a failure causes following failures, though the correlation is weaker for a single
(and isolated) failure.

In quantifying time correlation, we used Detrended Fluctuation Analysis
(DFA) [4]. DFA, which is based on the root-mean-square (rms) method of ran-
dom walk, is a well-known method for analyzing complex time series in physiol-
ogy, the stockmarket, and the Internet. An advantage of using DFA rather than
traditional methods like the power spectrum analysis or the R/S analysis is that
the DFA can prevent pseudo time correlations from being detected.

A detailed description of DFA is given in Ref [4]. Here, we will only briefly
explain the method. We first integrate the time series, then divide this into
“boxes” of length n. In each box, we calculate the least-squares polynomial fit of
order p to the integrated signal (we used p = 1 in this study). Finally, in each box,
we calculate the rms deviations of the integrated signal from the polynomial fit.
We repeat the above procedure for different size boxes. For a given time series,
we find the power law relationship F (n) ∼ nα between the average magnitude of
rms deviations F (n) and box size n. The value of exponent α is the parameter
that quantifies the statistical properties of the time series: α = 0.5 corresponds
to white noise, meaning that bursts in the time series are not correlated with
each other. For 0.5 < α ≤ 1.0, a burst in the time series is positively correlated
in time, i.e., if one observes a burst, there is a high probability of observing a
similar size of burst in the following time steps. On the other hand, 0 < α < 0.5
means that the time series has negative correlation, indicating that a larger
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value will yield a smaller value, and vice versa. Importantly, α is closely related
to the exponent of the power law β appearing in the power spectrum analysis:
β = 2α− 1.

We applied DFA to the four pairs of time series of announcement and with-
drawal messages shown in Fig. 1. Figure 2 displays the results of DFA for an-
nouncement / withdrawal messages for US2. The plot for announcement mes-
sages is a power law for 10 < n < 103.5, meaning that the same statistical
property lasted from 10 min. to over 2 days. The estimated value of the slope α
is 0.58. Thus, the time correlation of announcement messages is very weak, and
close to Poissonian. Similarly, the plot for withdrawal messages is characterized
by the same statistics as for announcement messages. The estimated mean value
of α for four measurement points is 0.60 for announcement messages and 0.59
for withdrawal messages. These results suggest that there is little possibility of
generating a cascading failure, because there is little temporal correlation in the
appearance of bursts.

1 2 3 4
log(n)

1

2

3

4

lo
g(

F(
n)

)
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Fig. 2. Results of DFA for US2. Straight lines are results for least squares fitting.

3.2 Space Correlation of Measurement Points

Eyeball verification indicates that the pattern of spikes in Fig. 1 is not always
synchronized, despite the simultaneous observation. Of course, all the time series
do not need to be synchronized completely, because BGP messages that are not
related to other ASes are absorbed at routers along the path. However, if there
is a failure affecting most of the ASes, we expect to observe some temporal and
spatial correlation between ASes. We compared the temporal patterns of flows
for BGP messages for four measurement points, to quantify the level of the
spatial difference between measurement points.

The correlation coefficient was used for this purpose. For two time series F (t)
and G(t), the generalized correlation coefficient C(F,G) is defined as

C(F (t), G(t + τ)) =
∑

{(F (ti)−E[F (t)])(G(ti+τ)−E[G(t)])}√
V [F (t)]

√
V [G(t)]

, (1)
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where E[F (t)] and V [F (t)] are the mean and variance of time series F (t), respec-
tively; τ represents the delay of the time series; and Eq. (1) for τ = 0 is known
as the correlation coefficient. C(F,G) characterizes the degree of similarity be-
tween two time series as follows. C = 0.0 indicates that there are not correlated.
0.0 < C ≤ 1.0 corresponds to a positive correlation, showing that both time
series statistically resemble each other. By definition, C = 1.0 for F (ti) = G(ti).
Moreover, −1.0 ≤ C < 0 indicates an anti-correlation, i.e., G(ti) takes a smaller
value for larger F (ti), and vice versa.

Table 1 lists the values of the correlation coefficient for τ = 0 between differ-
ent measurement points: (a) withdrawal and (b) announcement messages. For
withdrawal messages, the values of the coefficient are larger than 0.2, except
for the values related to JP, meaning that the patterns of withdrawal message
statistically resemble each other for the three measurement points. However, the
values for JP are smaller than 0.1, so the temporal pattern of the spikes is differ-
ent from the others. Conversely, for announcement messages, the values of the
correlation coefficient are close to 0 for three measurement points, although US1
and UK are still correlated (C ≈ 0.3). This suggests that the message flows in
two different measurement points are characterized by different patterns, despite
the simultaneous observation.

Table 1. Values of correlation coefficient for two time series of (a) withdrawal
and (b) announcement messages.

(a) US1 US2 JP UK

US1 1.00 0.29 0.05 0.58

US2 0.29 1.00 0.03 0.23

JP 0.05 0.03 1.00 0.06

UK 0.58 0.23 0.06 1.00

(b) US1 US2 JP UK

US1 1.00 0.03 0.01 0.31

US2 0.03 1.00 0.01 0.05

JP 0.01 0.01 1.00 0.06

UK 0.31 0.05 0.06 1.00

Next, we focus on the correlation coefficient with delay τ . If two time series
statistically resembled each other with delay τ , we would observe the peak value
of the correlation coefficient at τ . Figure 3 displays the values of correlation co-
efficients with the delay τ for withdrawal messages. Figure 3 (a) indicates that
the messages obtained from US1 were synchronized to those of US2 and UK at
τ = 0. However, the peak shifted to τ = 3 for JP, indicating that there was
a three-min. delay for propagating the burstiness of messages from US1 to JP.
Interestingly, for US2, all the peaks deviate from τ = 0. The BGP messages
relayed from US2 took one min. to US1, two min. to UK and four min. to JP.
Therefore, the result means that US2 was the closest to the source of burstiness
of BGP messages among the four measurement points. On the other hand, we
cannot confirm any peak points in Fig. 3 (c), showing that there were no pos-
itive delays from JP to other measurement points. Figure 3 (d) also indicates
that messages arrived at UK before JP. We also confirmed that the propagation
delay is observable in the time series of announcement messages, although the
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value of the coefficient is smaller than that for the withdrawal. We can conclude
that for both withdrawal and announcement messages, there are minute-order
propagation delays between measurement points.
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Fig. 3. Values of correlation coefficients with delay τ for withdrawal messages.

Figure 4 (a) shows the inferred propagation delays τ . The arrows with num-
bers show the delay in minutes estimated from the correlation coefficients of
withdrawal messages between two locations. Here, τ was defined by the time
step where the coefficient has the maximum value. The dotted lines indicate
that the value of the correlation coefficient is less than 0.1 for 0 ≤ τ ≤ 50, i.e.,
non-correlation from one point to another. The map shows that US2 was the
closest to the sources of the burst in the observed periods. Moreover, few bursts
of withdrawal messages originated from JP.

To investigate the relationship between the propagation delay and the topo-
logical map of ASes, we checked the AS path length between monitoring points,
which is obtained from the announcement messages. US1, US2, and UK were
connected to each other by one AS, i.e., the length is 2. Also, the length from
US2 to JP is 4, and the lengths from US1 and UK to JP are 5. The result indicates
that the delay relates to the distance between measurement points in terms of
the number of AS hops.

Note that the map of the delay propagation is a snap-shot, which means
that the direction of the propagation delay is likely not always stable, because it
depends on the location of the failure. To clarify its dependence, we estimated
the propagation delay for every 1-hour withdrawal time series split from the
original time series. Figure 4 (b) displays the dynamics of the propagation delay
from US1 to JP and from US1 to UK, both corresponding to 2.5 days long. We
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Fig. 4. (a) Delay propagation map and (b) dyanmics of delay propagation.

treated the delay τ as the time step where the value of the correlation coefficient
was maximum and also larger than 0.4. Here, τ = −10 indicates that the time
series for two measurement points were spatially non-correlated. For US1 to JP,
most plots are larger than 0 and there is no 0 value, meaning that the routing
information from US1 to JP always had an observable delay. We also found
some temporally non-correlated periods. This is probably because there were
few routing events propagating from US1 to JP. On the other hand, for US1
to UK, most of the values were close to 0 and few were negative. Thus, the
routing information from US1 to UK arrived without a delay of more than 1
min., meaning that both routing table were synchronized each other without
delay.

4 Discussion

For the time correlation, our DFA results revealed that an observed burst trig-
gered by a certain point has little dependence on the following time steps. In
other words, the appearance of a burst has a Poissonian nature for the observed
time scale. Concerning the value of α, it has been reported that the time series
for traffic volume in WAN exhibits self-similarity, i.e., strong positive correlation
(α ≈ 0.8 − 1.0) [5]. Generally, the probability density of an individual failure
occurring is characterized by an exponential distribution, which is memory-less.
Thus, small values of α for BGP messages directly reflect the result of random
failures of links or routers. Consequently, we can conclude that there is little
possibility of generating a cascading failure in our observations.

For the space correlation, larger correlation coefficients for withdrawal mes-
sages indicate that link failure information tends to propagates from one AS to
the other ASes. Conversely, the announcement message bursts have a locality
within an AS, characterized by a smaller value of a coefficient. This locality of
the burst is due to the effect of a multihomed AS as explained in Section II.
We also observed a propagation delay of over one min. between message flows
at different measurement points. The delay we observed is 100 times larger than
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the RTT between JP and US1. This delay most likely corresponds to the sum
of the convergence times of the routing table. Because a BGP router exchanges
update messages after calculating the routing table, the delay in message bursts
corresponds to the sum of convergence times of the routing tables in BGP routers
along the path. The convergence time reported in [2] in an AS is also on the order
of minutes, so our result is likely consistent with the previous results. Compared
with the results of active measurement methods like Refs. [2,3], the estimation
of our method is coarser because of the restriction of using passive measurement.
However, our result shows that the spikes in the withdrawal messages provide
enough information to estimate the coarse-grained propagation delay without
probe messages. Moreover, though the sources of a beacon message are fixed,
our method is simple and places no restrictions on the location of the source of a
failure. Thus, it can be a complementary method to the active method. Finally,
we discuss a possible improvement of the estimation of the delay. We checked the
time series in 10-s bins instead of 1-min. bins. However, it is difficult to identify
the peak position for τ unlike Fig. 3, suggesting that there is an appropriate
bin size for estimating the propagation delay. Further study of this method is
needed to obtain the propagation delay more accurately.

5 Conclusion

To investigate the macroscopic behavior of BGP, we analyzed the time series for
the number of BGP messages through statistical tests. We found that there was
little temporal correlation between bursts of messages, indicating that the prob-
ability of observing a cascading failure is very small. We also pointed out that
the time series from two measurement points had little temporal correlation.
However, we estimated of the propagation delays in bursts of messages between
measurement points from the macroscopic view. The order of delays was consis-
tent with the order of routing table convergence times. Finally, we revealed the
dynamics of the temporal and spatial dependence of the BGP messages between
the measurement points.
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Abstract. Overlay multicast has been proposed as an alternative scheme
to provide one-to-many or many-to-many data delivery on Internet. How-
ever, since data delivery is entirely dependent on replications on each
group member, if one member cannot receive a data packet, none of its
children can receive that packet. Furthermore, the higher the member’s
level is, the more nodes cannot also receive data packet. In this paper,
we give a detailed framework to enhance packet delivery ratio in overlay
multicast. Unlike previous efforts based on duplicated forwarding, our
scheme builds another type of overlay data delivery tree (DDT), which
is adaptively reconstructed based on the number of group member’s mea-
sured packet delivery ratio while guaranteeing end-to-end delay bound.
Through practical simulation results, we analyzed packet delivery ratio,
control overhead, and end-to-end delay.

1 Introduction

Due to several complex deployment issues [1] such as state maintenance on in-
termediate routers, overlay multicast schemes [2] have been proposed as the
alternative solution for one-to-many and many-to-many data delivery on Inter-
net. They shift multicast forwarding functionality from a router to the host,
an each group member. So far, various works have been proposed to efficiently
construct overlay DDT. Since they generally consider the shortest hop distance
as major metric for parent selection, other metrics have not been relatively em-
phasized. In this paper, we focus on packet delivery ratio in overlay multicast.
In general overlay multicast, packet delivery ratio is dependent on robustness of
participants on data delivery tree as well as amount of influence caused when
a group member cannot correctly receive data packet. Unlike native IP multi-
cast where routers are components of DDT, overlay multicast scheme constructs
DDT based on hosts which are inherently more susceptible to failures than the
routers. On the other hand, a node not receiving data packet has no influence
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on other group members’ packet delivery ratio in IP multicast. However, since
overlay DDT is organized with group members, if one member node cannot re-
ceive data packet, none of its children receive multicast data. Furthermore, the
higher the node’s level is, the more nodes cannot receive data packet.

To achieve high data delivery ratio, several schemes [3-8] have been recently
proposed. For example, S. Banerjee et al. [3] proposed Probabilistic Resilient
Multicast (PRM) which can guarantee arbitrarily high data delivery ratios and
low latency bounds in proactive or reactive manners. In a proactive manner,
a randomized forwarding randomly sends data to other group members with a
low probability. On the other hand, triggered NAKs are introduced to handle
data loss due to link errors and network congestion. Similarly, L. Xie et al. [4]
presented random jump (RJ) concept. With RJ, a node receives data not only
from its parent, but also from some other nodes in the tree.

As mentioned above, the previous schemes attempt to provide higher data
delivery mainly by using duplicated forwarding in order to recover lost packets.
By utilizing multiple deliveries, they can achieve higher packet delivery ratio.
However, this duplicated forwarding not only wastes network resources, but also
significantly increases each group member’s maintenance overhead.

In this paper, we give a framework to enhance packet delivery ratio in delay
bounded overlay multicast. We call it Reducing delivery failure influence on
Overlay Multicast (ROM). The objective of ROM is to enhance packet delivery
ratio by reducing the influence of delivery failure on overlay DDT, instead of
using fast recovery or retransmission for lost packets. To achieve this objective,
compared to the previous schemes, ROM initially constructs another type of
overlay DDT with measured packet delivery ratio as major metric in a centralized
manner.

The remainders of this paper are organized as follows. The section 2 describes
a framework of ROM and detailed join and leave operations. In section 3, we
demonstrate the performance of ROM through simulation results. Finally, in
section 4, we make concluding remarks.

2 Reducing Delivery Failure Influence on Overlay
Multicast

In ROM, overlay DDT is constructed based on measured packet delivery ratio
instead of shortest hops. Overlay DDT is built as source-based tree. So, each
group source manages entire group membership in a centralized manner. Each
source constructs overlay DDT in a form of min heap, where the value in each
node is not smaller than in its children. The key value in each group member is
set to node’s measured packet delivery ratio. Based on the min heap structure,
if a node hopes to join group, it is handled by the similar algorithm to insert a
node into a min heap. Similarly, algorithm to delete one node from a min heap is
applied when a group member is willing to leave a group. But, major difference
from general min heap structure is that the degree on each group member is not
strictly bounded as 2.
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2.1 Local Data Structure

Each group member in the network should maintain the following variables and
data structures:

– Parent and children (if any): its parent and its children on overlay DDT.
– Sequence number: packet sequence number in every TIME WINDOW.
– npd(normalized packet delivery ratio): how many data packets and Keep Alive

messages are dropped. Since Keep Alive messages are periodically generated
to check reachability from parent relay node, it indicates route stability be-
tween group members. Each member should keep track of npd in every period
of TIME WINDOW and update this variable.

Epackets = (Ls − Fs) + w ∗ Lk + C

Lpackets = (LD + w ∗ Lk)

npdcur =
Lpackets

Epackets
(1)

npd = α ∗ npdcur + (1− α) ∗ npd (2)

Ls Sequence number of late received packet in TIME WINDOW

Fs Sequence number of first received packet in TIME WINDOW

w When a Keep Alive message is not correctly received, each node should
re-designate a new parent relay node. During this rejoin procedure, a lot of
data packets are lost. So, loss of one Keep Alive message should be handled
differently from loss of one data packet.

C The number of Keep Alive messages in TIME WINDOW. This value
is given by TIME WINDOW / Time period between two consecutive
Keep Alive messages

Lk Sum of lost Keep Alive messages

LD Sum of lost data packets

α Smoothing factor lying between 0 and 1

Initially, npd is set to 0. By taking the number of Keep Alive messages into
account, unstable group members not receiving Keep Alive message from par-
ent relay node are differentiated with other group members. Furthermore, when
a group member is recovered from out of order, this value is set to previous npd
* 10 (weight).

– Group-id: stands for sequence of packet delivery.
– Delay: stands for end-to-end delay from source to itself.
– A node’s impact factor for failure: stands for the influence caused by node’s

failure. This value is affected by the total number of children as well as a
node’s failure probability.
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2.2 Protocol Description

In this section, we describe group join and leave operation. In ROM, it is initially
assumed that the multicast group address, source address and port number are
communicated or announced to all members through online or offline methods
such as URL, a directory service or an e-mail message.

2.3 Group Join

When a group member wants to join a multicast group, it first contacts source by
sending Join Request packet encoding delay bound. When a source receives
Join Request packet, it searches already constructed overlay DDT and a source
sends back Join Reply packet to requesting node. The parent relay node for
requesting group member is determined as follows.

Since there is no measured group member’s npd, requesting group member
may be located with only delay bound. This algorithm is described as below
Algorithm 1. When potential parent relay node is determined, this information
is back to requesting group member. With this parent relay node, a requesting
group member can designate parent relay node.

We use dh(i) to denote the minimum delay incurred from a source to a group
member i over overlay DDT where Mh represents group members at level h.

Algorithm 1 : DelayBound

1. Set di(k) = ∞, for 1 <= h <= logt(v+1); set d0(source) = 0. Let h =
logt(v+1);

2. while the optimal path is not found for group member iat the tree levelh,
update

dh(i) = min(dh(i), min
j∈Mh

(dh(j) + d(i, j)).

If dh(i) <= DelayBound, then the minimum hop has been found with h
edges. Otherwise, h = h - 1.

Above steps begin under situation that a node is connected as leaf node’s
child, and end if optimal path is found or all the group members are spanned.
At the first step, attempts to find location on DDT with end-to-end delay
bound are accomplished by comparing delay through direct connection to source
with delay via other group members at the same tree level. If the path is not
found, comparison moves to next level on the tree. Despite all spanning, if par-
ent relay node is not found, a source designates requesting group member as one
of child relay nodes.
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2.4 Overlay DDT Maintenance

When a node initially becomes a group member, overlay DDT is newly reconfig-
ured with only end-to-end delay bound since there is no measured node failure
probability as described above. To reflect a node’s measured npd, each group
member periodically contacts with a source. On the other hand, a source re-
constructs overlay DDT according to definition of min heap. If we assumes that
group member with lower npd is considered as more reliable, constructing overlay
DDT to enhance packet delivery ratio is defined as following, where Pi indicates
probability not receiving data packet on the path to the group member i, and
Di defines delay from source to member i. In problem definition, M is a list of
group members.

min
v∑

i=M

Pi(t)

s.t. for ∀i ∈M,Di ≤ D0

In order to construct overlay DDT with delay bound, we propose a heuristic
centralized algorithm. This algorithm includes the following steps.

Algorithm 2: MinHeap DelayBound

1. Constructs a min heap in the form of complete binary tree.
2. For each group member, if the end-to-end delay from source to a group

member is larger than DelayBound, this group member is removed from the
min heap. When an intermediate group member is removed, the current min
heap is adjusted by the same algorithm applied for group leave procedure.

3. The group members violating end-to-end delay begin to find adequate lo-
cation on the min heap by Algorithm 1 until end-to-end delay is bounded
within a specific threshold. In spite of complete spanning the whole min heap,
if no group member is designated, a group member requests connection to
the group member that can minimize end-to-end delay.

2.5 Data Forwarding and Establishing Redundant Paths

Once overlay DDT is constructed, data packets are forwarded along established
overlay DDT. In ROM, each group member has its own impact factor. Impact
factor is defined by the amount of influence caused by a group member’s delivery
failure. This impact factor increases as the total number of children increases and
each node’s npd has larger value. Larger npd indicates node’s higher instability.
So, we define each node’s impact factor of failure (NIF ) as follows.

NIF = total number of children * npd

If this NIF is larger than specified threshold, this fact indicates high node’s
delivery failure probability or forwarding responsibility for a lot of group mem-
bers. Thus, protection for delivery failure on this important node by establishing
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Fig. 1. Example of overlay DDT maintenance

multiple parents is required. Otherwise, since the influence of this member’s fail-
ure is minor, an attempt to fastly redesignate a new parent relay node is applied
instead of duplicated forwarding in order not to waste resources. When we try
to designate multiple parents, it is very critical and necessary problem to pre-
vent looping as mentioned earlier. In ROM, a sender initiates a random group-id
and piggybacks this value into data packet. When group members receive this
packet, they generate its own group-id by computing a value that is larger and
not consecutive. Therefore, there are gaps between the group-id of a sender and
a receiver. Each group member repeatedly propagates its own group-id to its
children. As a result, overlay DDT constructs another min heap with different
node value, group-id. If a group member with large NIF wishes to find multiple
parents, it sends Multiparent Request packet that includes parent group-id.
When a source receives this request, it returns Multiparent Reply with other
group members located at the upper level than the level of current parent. To
find the closest parent, a source returns the group member making the smallest
difference between requesting group-id and itself.

3 Performance Evaluation

In this section, we analyze the performance of the proposed ROM using simula-
tion. The used simulation tool is NS-2 [9]. The simulation is performed toward
two directions; performance enhancement gained by adapting 1) min heap struc-
ture with npd, 2) allowing redundant paths according to NIF. The performance
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is evaluated in terms of packet delivery ratio, control overhead, and end-to-end
delay. The simulation results are compared with NICE and PRM over NICE[2]
because they also have hierarchical cluster property. The brief explanations for
NICE protocol are as follows. The NICE protocol arranges the set of members
into a hierarchical control topology. As new members join and existing members
leave the group, the basic operation of the protocol is to create and maintain
the hierarchy. The hierarchy implicitly defines the multicast overlay data paths
and is crucial for scalability of this protocol to large groups. The members at the
bottom of the hierarchy maintain (soft) state about a constant number of other
members, while the members at the top maintain such state for about O(logN)
other members.

We run our simulations using Transit-Stub graph model topologies obtained
using the GT-ITM topology generator [10]. We use topologies of 1,000 nodes
and multicast groups of 128 members. Members are attached to random routers
and links are assigned a random delay of 1 - 4ms.

During a warm-up time of 300 seconds, a group member is randomly selected
and becomes out of order for a certain amount of time period, which follows
exponential distribution (with mean equal to 5 sec.). Through this warm-up
time, a group member has its own node failure probability. To model arbitrary
node failure, our simulation scenarios follow the steps shown below. Basic idea
of following :

1. Randomly chooses failure frequency, for example, 1 node per second or 2
nodes per second.

2. Generates one random variable, 0 <= r <= 1.
3. Gathers group members whose node failure probability is larger than r.
4. Sorts them in decreasing order and removes group members, which go through

failure in the previous three periods.
5. Chooses nodes as many as failure frequency in remaining group member and

makes those nodes fail.

In our simulation, we evaluate three different ROM versions, ROM0, ROM15,
and ROM20 according to NIF value. ROM0 means that if the NIF value is larger
than 0, multiple paths are established. That is, all group members have multiple
parents because NIF is always larger than 0. With similar meaning, ROM15
establishes multiple parents when a group member’s NIF is larger than 15.
Because npd is ranged from 0 to 1, multiple paths are established on one group
member when at least more than 15 group members are children in ROM15. To
evaluate PRM, randomized forwarding is employed.

Fig. 2 shows successful packet delivery ratio as a function of failure frequency
which is defined by the number of failed nodes per second. In general, packet
delivery ratio decreases as failure frequency increases. Since ROM0 always es-
tablishes multiple paths, it guarantees almost 98.7% packet delivery ratio. The
1.3% packet drop happens when both parent group member and protection group
member simultaneously fail. Since ROM does not support recovery for lost pack-
ets, the perfect reliable data delivery is not achievable in this simulation. On the
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other hand, since NICE does not consider reliability, it shows the worst packet
delivery ratio among the comparative protocols. PRM shows similar or little
lower packet delivery ratio than ROM15. PRM randomly chooses and then uti-
lizes additional edges for reliable data delivery. Therefore, considerable effect
from group members at upper level remains. One thing worthwhile mentioning
is that ROM makes a little difference even though failure frequency increases.
It is largely because the more group member’s failures occur, the more accurate
failure probability of the node is obtained. Thus, the enhanced min heap struc-
ture can be created. Similarly, the location of a group member with low failure
probability is adaptively and dynamically determined to lower level of the tree.
Consequently, influence of failure is minimized. Fig. 3 shows end-to-end delay
with varying failure frequency. Since NICE uses delay as major metric when se-
lecting parent group members, it has the shortest end-to-end delay. ROM shows
shorter end-to-end delay than PRM. While PRM uses a randomly chosen par-
ent group member, ROM selects the closest member among the group members
located at higher level on OMT, with topology awareness property as well as
group-id. Accordingly, in case of PRM, data dissemination along the path estab-
lished from protected parent and group member takes longer end-to-end delay
than ROM. However, both PRM and ROM take end-to-end delay into account
in constructing overlay DDT, and a little difference is not a critical problem.

Fig. 2. Successful packet delivery ratio vs. failure frequency

Control overhead is illustrated in Fig. 4. In this paper, control overhead is
defined as number of required control packets for delivering one data packet.
Control overhead consists of two parts. One is control packet to repair broken
links, and the other is control packet to maintain overlay DDT. In term of the
former, the more control packets are incurred in NICE. When a group member
fails, since ROM and PRM have already established redundant routes, these
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Fig. 3. End-to-end delay vs. failure frequency

Fig. 4. Control overhead vs. failure frequency

control packets takes a little portion in total control overhead. On the contrary,
there are many control packets to maintain overlay DDT in ROM. ROM should
periodically exchange group member’s measured npd. In addition, a source sends
control packets to each group member according to recomputed min heap struc-
ture. This recomputed min heap structure should be addressed to group members
so that each group member attempts to request establish new connection. Due to
this control overhead, ROM has the largest control overhead. On the contrary,
PRM provides redundant routes without periodical message exchanges. With
above two factors, PRM incurs less control overhead than NICE and ROM.
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As a result, we can conclude the performance of ROM. ROM has similar
packet delivery ratio to PRM. Also, it has shorter end-to-end delay than PRM
due to designation according to group-id concept. The most important result is
that similar performance enhancement is achievable by designating a few multi-
ple parents under min heap structure instead of randomly forwarding. However,
it incurs more control overhead than PRM. This is considerable deployment
issues.

4 Concluding Remarks

In order to enhance packet delivery ratio, our proposed scheme aims to minimize
the influence of one node’s delivery failure. Our contributions to higher packet
delivery ratio in overlay multicast are as follows. 1) Instead of overlay DDT
construction based on shortest hops, new type overlay DDT is constructed with
measured packet delivery ratio in a form of min heap, 2) the looping problem
caused by additional edges is prevented by the concept of logical height, 3)
Throughout the simulation results, we investigate the higher packet delivery ratio
while periodical message exchanges in-creases control overhead. Related to this
work, it needs further considerations on maximum link stress, and transmission
cost while constructing overlay DDT.
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Abstract. This paper proposes a rerouting scheme that can be applied
to the restoration of working Label Switched Paths (LSPs) and pre-
provisioned backup LSPs, which consists of two subsequent algorithms.
The first algorithm for the dynamic deterimination of the restoration
scope (RS)increases the restoration speed by minimizing the complexity
of the network topology and by maximizing the reusability of the exist-
ing working LSP. The second newly proposed concept of RS extension
minimizes the probability of restoration failure by dynamically widening
the restoration scope until the RS is equal to the whole network topol-
ogy. Through simulation, we evaluate the performance of our restoration
scheme and the existing protection schemes in terms of the restoration
speed, packet loss, network resource utilization, and resource reusability
of the existing working LSP.

1 Introduction

The rerouting method for traffic engineering in IP networks became the driving
force behind MPLS. The ability to protect traffic against failure or congestion in
an LSP can be important in mission-critical MPLS networks [6,7,9]. Restoration
is necessary for two different reasons: one is fast restoration and the other is op-
timized restoration. Fast restoration minimizes service disruptions for the flows
affected by an outage using a backup path [1,9]. Optimized restoration serves to
alternatively optimized traffic flow in line with a changed network topology [2,9].
However, fast restoration cannot provide fast change of traffic flows any more
when the backup and working paths go down simultaneously and cannot increase
network resource utilization. In this paper, we propose a LSP rerouting scheme
that dynamically aligns the restoration scope in MPLS network. Because this
scheme dynamically adjusts the restoration scope depending on the fault and
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congested location and the overall network status, we may provide the most rea-
sonable bypassing path for avoiding congestion or for restoring fault. This paper
proposes a rerouting algorithm to determine the restoration scope taking into ac-
count the bandwidth, delay, and hop count. This algorithm can be a scalable one
because it expands the restoration scope when it fails to calculate the reasonable
bypassing path within the found restoration scope. Our model can expand the
restoration scope until the overall network is a restoration scope. Our restoration
scheme focuses on the maximization of network resource utilization better than
the restoration speed. However, it does not prominently degrade the performance
of restoration speed compared with the existing backup path driven approaches
[4,5], which establishes the working and backup paths simultaneously for fast
restoration and lacks resource utilization and backup path protection schemes.
Our model may provide a moderated restoration speed compared with the ex-
isting backup path approaches [4,5], maximize network resource utilization and
protect the backup path without requiring much longer restoration time. We
define a rerouting model that dynamically establishes a transient backup path,
taking into account the current network status and topology when the node or
link goes down and automatically releases it when the node or links goes up.
We propose a algorithm to determine the restoration scope, an algorithm to
find reasonable bypassing paths, and demonstrate a procedure that restores the
faulty working path without prominent performance degradation while maxi-
mizing network resource utilization better than the existing backup path driven
restoration methods [4,5]. Through simulation, the performance of the proposed
restoration scheme is measured and compared with the existing schemes in terms
of packet loss, restoration speed, resource utilization and the reusability of the
existing working LSP.

2 The Provision Process of the Alternative LSPs

To meet the requirements of the maximization of network resource utilization
and the minimization of the restoration speed, we propose a rerouting model
that dynamically provides an alternative path bypassing the fault location with
the concept of dynamic RS arrangement. The process of dynamic RS arrange-
ment is composed of two subsequent steps: (1) the generation of the Intermediate
Weighted Network Graph (IWNG) from the Network Graph (NG) taking into
account the fault location and the traffic metrics, such as requested bandwidth
(BREQ), traffic class (T), and hop count (H); and (2) the determination of in-
termediate ingress node for confine the restoration scope.

Fig. 1 shows the overall process to create an alternative LSP. The detail
procedure for the creation of an alternative LSP avoiding the fault location is as
follows:

Preconditions:

– A network graph, NG(N,L,BAV A, R), where N is a set of node, L is a set
of link, BAV A is avariable bandwidth of link, and R is the rerouting option.
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Fig. 1. The overall process to create an alternative LSP

– A list of fault locations, F = (fn|fl), which is a set of abnormal nodes (n)
or abnormal links (l)

– An LSP request, LSPREQ(I, E, T,H,BREQ), where I is the ingress LSR, E
is the egress LSR, T is the traffic class (gold, silver, and bronze), H is the
hop count that can hopefully be the end-to-end delay if the delay between
each link is constant, and BREQ corresponds to the bandwidth requirements.

– A working LSP, PWORKING = (n, l), where n is node and l is link traversing
the working LSP

Procedure:

[Step 1] First, we create an Intermediate Weighted Network Graph (IWNG)
with such information as F , LSPREQ(I, E, T,H,BREQ), and PWORKING.
We will propose the algorithm for creation of IWNG in next section. The
weight (W ) of IWNG is assigned by the IWNG creation algorithm.

[Step 2] We determine intermediate ingress node (I ′) to generate an alternative
LSP, that is to say, we confine the restoration scope that will be the most
reasonable boundary to create an alternative path for the restoration of the
occurred faults. In other words, we create LSPREQ(I ′, E, T,H,BREQ). The
I ′ should be one of the nodes in PWORKING.

[Step 3] We find the most optimal alternative path from LSPREQ(I ′) to
LSPREQ(E) with the routing constraints such as T , H , and BREQ.

[Step 4] If the path computation algorithm generates an optimal path between
LSPREQ(I ′) and LSPREQ(E), we select it as an alternative path
(PREROUTING) for the restoration of the fault and stop the procedure.

[Step 5] However, if there is no any reasonable alternative path between
LSPREQ(I ′) and LSPREQ(E), we compare the original ingress node (I) with
I ′. If I is the same node as I ′, we stop the procedure because there can be
no more wide restoration scope.
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[Step 6] If I is not the same node as I ′, we define I ′ as an implicit abnormal
node (F ← LSPREQ(I ′)), which results in the extension of restoration scope.
As I ′ is newly added to F , we iterate the above procedure from Step 1 until
we find an optimal alternative path for restoration (Step 4) or there is no
alternative path (Step 5).

Output:

An optimal alternative path, PREROUTING = (n′, l′).

2.1 A Dynamic RS Determination

The purpose of our restoration model is to achieve fast restoration and high
resource utilization. However, fast restoration comes into conflict with high re-
source utilization. Therefore, this paper proposes a leverage algorithm that rec-
onciles these two factors. In our restoration algorithm, we narrow down the
restoration scope as soon as possible for the rapid path computation. However,
the wide restoration scope is better than the narrow restoration scope in terms
of resource utilization.

To determine the reasonable restoration scope based on the fault location,
this paper proposes an algorithm for dynamic RS arrangement. This algorithm
generates the WNG for the working LSP provision and the IWNG for the alter-
native LSP provision.

Preconditions or Definitions:

– A network graph, NG(N,L), which is composed of nodes, n ∈ N , and links,
l ∈ L.

– A node, n(w, d, v), where w is a weight, d is an accumulated delay, and v is
a visiting flag.

– A link, l(w, r, d), where w is a weight, r represents reachability (yes or no),
and d is a delay.

– nactive represents the active node allocating the proper weights to all of its
neighbor nodes and links connected to it.

– npassive represents the passive node order which is assigned by an active
node, that is to say, npassive is a neighbor node of nactive.

Algorithm:

Refer to Fig. 2.

Output:

An Intermediate weighted network graph(IWNG(N,L,BAV A,W )), where N is
a set of node, E is a set of link, BAV A is the avaiable bandwidth of the link, and
W is the assigned weight on a link.
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1. For each n ∈ N do 
2. n(w,v,d) � (∞,no,0);
3. For each l ∈ L do 
4. if (l(r)==no and (l(r)==yes and l(BAVA) < BREQ))) trims l from NG ;
5. if (l(r)==yes and l(BAVA) < BREQ)) l(w) � (∞);
6. De fine  the  ingress node (LS P(I)) as the  initial active  node (nactive);
7. De fine  the  egress node (LS P(D)) as the  destination node (ndest);  
8. nactive(w,d) � (0,0);   
9. Procedure  Allignment(nactive, ndest)
10. if(nactive == ndest)  re turn;
11. nactive(v) � yes;
12. npassive � ladj;

13. for each l connected to nactive do
14. if( l(w) > nactive(w)+1)
15. l(w) � (nactive(w)+1);
16. if( npassive(v) == no)
17. l(d) � l(d)+nactive(d);
18. if(npassive(v) == yes) continue;               
19. if(npassive(w) > l(w)) {
20. npassive(w,d)� (l(w),l(d));
21. Allignment(npassive, ndest);
22. } 
23. end of for
24. end of procedure

Fig. 2. An algorithm for determiantion of restoration scope

Starting at the ingress node, our algorithm visits all the neighbors, then visits
all the neighbors of these neighbors, and so on, until there are no neighbors left
to visit. Our algorithm is very simple but there are some rules for assigning the
appropriate weight of each node and link with the following steps:

[Step 1] We initialize the nodes of the network using infinity (∞), zero (0) and
no of visit flag to weight, delay and visiting flag, respectively.

[Step 2] We trim the unfavorable links from NG. If the reachability of link is
no or the reachability is yes but its available bandwidth is less than the
requested bandwidth, we trim the link from NG. If the link is favorable, we
assign zero to the weight of the link.

[Step 3] We define the ingress node (LSP (I) representing the ingress node ter-
minating the LSP) as a first active node (nactive) and define the egress node
(LSP (D) representing the destination node terminatiing the LSP) as a des-
tination node (ndest).

[Step 4] Initially, we assign zero to the weight and delay of nactive(nactive(w, d) ←
(0, 0);). From now on, we traverse NG until there are no nodes to visit, calling
the procedure of Alignment(nactive, ndest).

[Step 5] We assign yes to the visiting flag of nactive (nactive(v) ← yes;) in order
to avoid the duplicated traverse of NG.

[Step 6] We determine the weight and the accumulated delay of each links
(l(w, d)) connected to the nactivewith the following rule:

l(w) =

{
nactive(w) + 1, if(l, w) > nactive + 1 or l(w) == 0
l(w), if(l(w) ≤ nactive + 1 and l(w) 
= ∞ (1)

l(d) =

{
nactive(d) + l(d), if(npassive(v) == no)
l(d), if(npassive == yes)

(2)
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[Step 7] If the visiting flag of npassiveis yes, then we traverse another link that
is not traversed. If npassiveis no, we assign the weight and accumulated delay
of npassive with the following rule:

npassive(w) =

{
l(w), if(npassive(w) == ∞ or npassive(w) > l(w) or npassive(v) == no);
npassive(w), if(npassive(w) ≤ npassive(v) == no)

(3)

npassive(d) =

{
l(d), if((npassive(d) == 0 or npassive(v) == no and npassive(d) > l(d);
npassive(d), if(npassive(d) ≤ l(d));

(4)
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Fig. 3. An example of network graph (NG) and weighted network graph (WNG)

Let’s assume that the working path, LSPWORKING, traverses (a-L1-d-L8-
h-L19-l) and there is a fault at L19. Fig. 3 (a) shows an NG, where link L9
is faulty, LSP (I, E,BREQ, D) is (a,l,30,8), BAV As of L3, L14 and L23 are less
than BREQ. We trim the unfavorable links of L3, L14, and L23 and traverse NG
from the ingress node of l until all visiting flags of nodes can be yes in accordance
with the rules described in Step 6 and Step 7. As a result of NG traversing, we
can generate WNG as shown in Fig. 3 (b).

After generating the WNG, we determine the reasonable RS. At first, we
determine I ′, which can be the node connected to the abnormal link along the
reverse traffic flow. In the case of fault at L19 as shown in Fig. 3 (a), the first
candidate I ′ shall be h because nodes of h and l are connected to abnormal link,
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L19. But h is in the reverse traffic flow of the working LSP. So, we select h as I ′.
Once the I ′ is selected, we define the restoration scope as the set of nodes and
links whose weights are greater than I ′(w) and the I ′ itself as following rule:

RS = (n(w), l(w)) ∪ (I′), where w ⊃ I′(w) (5)

For example, the first RS to restore the link fault (L19) can be (h, L18,
i, L20, j, L21, l) according to the rule for the determination of RS as shown
in Fig. 3 (a). Thus, we find an alternative path avoiding the abnormal link of
L19 between h and l. The alternative path can be (h-L18-i-L20-j-L21-l). The
algorithm for selecting an alternative path will be given in the next section.
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Fig. 4. An example of the intermediate weighted network graph (IWNG)

If we failed to find an alternative path avoiding the abnormal link of L19
within the first RS for some reason or another, we need to rearrange the RS,
which is the concept of the extension of the restoration scope. Rules for extension
of the restoration scope are as follows:

– We suppose that there is an abnormality at I ′.
– We propagate the abnormality of I ′ to its connected links.
– We select one link among the links connected to I ′, which is a part of the

working LSP.

Having selected the link for the extension of RS, we determine the restora-
tion scope with the same rule of equation (5)applied to the determination of
the first RS. As a result of determination of the second RS, the RS can be
(d,L7,e,L11,f,L15,i,L20,j,L21,l) as shown in Fig. 3 (b). Our algorithm can ex-
tend RS until I ′ is equal to the original ingress node. As we extend the restora-
tion scope, we enhance the resource utilization and reduce the restoration speed.
From this perspective, the RS is gradually widened.
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2.2 An Alternative Path Computation

Once we determine RS, we should find an alternative path avoiding the abnormal
link. In this section, we describe the algorithm to find an optimal alternative path
within RS. This algorithm is very simple because it utilizes the weight in WNG.
We traverse WNG from the egress node until we reach the intermediate ingress
node in accordance with the following rules.

1. Select the link having the least weight among the links connected to a node.

2. If there are two or more links whose weights are equal, we select the link
having the largest residual bandwidth (BRESIDUAL = BAV A −BREQ).

3. If there are two or more links whose weights and the residual bandwidth are
equal, we select the link having the least delay.

4. If there are two or more links whose weights, residual bandwidth, and delay
are equal, we select an arbitrary link.

3 Performance Issues

In order to simulate the proposed restoration scheme and compare the restora-
tion performance of our restoration scheme with two existing backup protection
schemes, global backup [4,11] and reverse backup [5,11], we used the simple
network topology as shown in Fig. 5.
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Fig. 5. A network topology for simulation

In this topology, there are 24 nodes and 38 links. With LSPREQ(1, 24, 24ms,
10Mbps), we create a working LSP traversing (a-c-l-m-p) and create a global
backup path traversing (1-2-3-7-11-15-19-20-24) and a reverse backup path
traversing (1-5-9-13-17-21-22-23-24). Each node is connected with a duplex link
with a 50Mbps bandwidth, 5ms delay and a CBQ queue. We use one pair of
real-time traffic that is inserted into node a corresponding to the PSL and es-
capes through node p corresponding PML. We use a real-time traffic model for
setting up LSPs from a working LSP, a global backup LSP and a reverse backup
LSP with specific bandwidth requirements as the QoS traffic. For this, the traf-
fic generator [10] generates 256-byte packets at 10 Mbps and at a constant bit
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rate. We define the 8 fault locations f1, f2, f3, f4, f5, f6, f7 and f8 along the
working LSP to measure the restoration performance according to the different
fault location. The measured performances are shown in Fig. 6.

Fig. 6. Restoration performance comparison

There are various performance evaluation criterions in relation to MPLS
path restoration, such as recovery time, full restoration time, setup vulnerabil-
ity, backup capacity, additive latency, reordering, state overhead, packet loss, and
coverage [8]. Because our algorithm focuses on the maximization of the network
resource utilization and the moderation of the restoration speed, we evaluate
packet loss, resource utilization and restoration performance in the proposed
restoration scheme. Fig. 6 (a) shows the packet loss depending on the four dif-
ferent fault locations along the working LSP. From the perspective of packet
loss, our scheme shows the worst performance comparing with the two protec-
tion schemes of the global backup scheme and the reverse backup scheme, which
is a natural result because our scheme dynamically restores the fault. Fig. 6
(b) shows the resource utilization performance at the eight different fault loca-
tions. In order to measure the resource utilization, we define three metrics, label,
bandwidth and buffer used, for the working LSP and the two backup paths. Our
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scheme shows the best performance compared to other schemes in terms of re-
source utilization because our scheme finds the alternative path avoiding the
fault location, taking into account the global network status. Fig. 6 (c) shows
the restoration performance. If we compare our scheme with other protection
schemes, it is a natural result that our scheme shows the worst performance
compared with the protection schemes because our scheme dynamically finds
the alternative path for restoration. However, if we compare our restoration al-
gorithm with the Dijstra algorithm in terms of restoration speed, our algorithm
shows a better performance than the Dijstra algorithm because our scheme min-
imize the restoration scope according the fault location using the proposed algo-
rithm of RS determination. Another important point is to identify the relation
between restoration speed and resource reusability because the reusability of the
existing working LSP for restoration is entirely related to the restoration per-
formance of the dynamic restoration scheme, including our scheme. In addition,
we introduced the concept of RS extension in order to enhance the restoration
speed and resource utilization.

4 Concluding Remarks

This paper has proposed a rerouting algorithm to enhance restoration speed and
resource utilization compared to existing rerouting schemes. The algorithm for
the dynamic RS adjustment determines the most reasonable candidate nodes or
links to be applied to the restoration and assigns the appropriate weights to the
candidate nodes and links. Our algorithm showed a higher performance than the
rerouting approach based on the Dijstra algorithm in terms of restoration speed
and resource utilization. On the other hand, we can enhance the restoration
speed with the concept of the dynamic adjustment of the restoration scope that
minimizes the complexity of network topology which will be used for restoration.
Also, by the extension of the RS, we reduced the restoration failure probabil-
ity. Our restoration scheme showed that the fault location directly affected the
restoration speed and the resource reusability of the working LSP. On the basis
of the performance evaluation results, we concluded that our scheme can be ap-
plicable for the protection of bronze-class working LSPs and all kinds of backup
LSPs, such as the global backup LSP and the reverse working LSP.
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Abstract. Traditionally, there is an assumption that the QoS-aware
multicast routing protocol acquires QoS information via the QoS-aware
unicast routing protocol. Mostly, the research focuses on about man-
aging group dynamics and failure recovery on multicast and there is
no interest in the QoS-aware unicast routing protocol for multicast. In
fact, researches of the QoS-aware multicast based on QoS-aware uni-
cast are uncommon. Hence, we focus on the QoS-aware unicast routing
algorithm and apply it to multicast. In this paper, we use a novel al-
gorithm, called QoS Restricted and Distributed Generic Shortest Path
Algorithm (QRDGSPA). As it is a very simple and measured method
without complex computation Hence, it can make a shortest path or
QoS-aware multiple paths. For this purpose, we use a specific routing
algorithm, Multicast Candidate Selection Method (MCSM), which can
choose the optimal candidate path from a receive node to a candidate
node. Based on integration of QRDGSPA and MCSM, we propose QoS-
aware and group Density-aware Multicast Routing Protocol (QDMRP).

1 Introduction

In recent years, global Internet and data traffic including voice, video, multi-
media data, etc has been exponentially expanding. Although single-direction
unicast data was predominant in the past, the importance of multicast, such as
teleconferencing, tele-education, and video-conferencing has recently surged.

Currently, multicast routing protocols such as CBT, PIM, and DVMRP [2]
compute the shortest path based hop count without regarding QoS over a single
path. On the other hand, QoS-aware multicast routing protocols such as YAM
(spanning join) [3], QoSMIC [4], and QMRP [5] consider various constraints
on multiple path. Before considering QoS-aware multicasting, we will review
methods to obtain and manage in networks. If we can get QoS information by
means of routing protocols, it is easy to treat QoS-aware multicast. Therefore,
we need to study routing protocols above all. The QoS-aware unicast routing
protocol is essential to treat QoS-aware multicast.

There are two basic approaches of IP multicast routing protocols according
to the expected distribution of multicast group members throughout the net-
work [2]. One is called dense-mode which is based on the assumptions that the

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 244–253, 2005.
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multicast group members are densely distributed throughout the network and
the bandwidth is plentiful. Examples of this approach are DVMRP, PIM-DM,
and MOSPF [6]. The other is called sparse-mode which assumes that the mul-
ticast group members are sparsely distributed throughout the network and that
bandwidth is not necessarily widely available. Some examples of this approach
are PIM-SM and CBT.

A multicast group can have multiple sources and the distribution of the pack-
ets can be done in two ways. First, each source can create its own distribution
tree, called a source-based tree, with itself as the root. Second, all sources can
distribute their packets using the same tree called a shared tree. Source-based
trees have better end-to-end performance and distribute the traffic of each group
across the network. However, this approach leads to large routing tables. Exam-
ples of it are DVMRP, PIM-DM, and MOSPF.

On the other hand, shared trees concentrate a traffic group within a few links
in the network. This concentration is bad in the case where all sources are ac-
tive simultaneously, but can be beneficial when sources take turns transmitting.
PIM-SM and CBT are examples of shares trees. The two approaches have com-
plementary behavior and are both useful depending on the situation. According
to the above description, group density and tree type are strongly interrelated. If
group density is high, source-based shortest path tree is useful. If group density
is sparse mode, shared tree is more efficient than source-based tree.

In this paper, we introduce a special routing algorithm, Quality Restricted
and Distributed Generic Shortest Path Algorithm (QRDGSPA) [1], and use
several of candidate selection methods in multicast. Using these, we propose
QoS-aware and group Density-aware Multicast Routing Protocol (QDMRP). If
we know the QoS of the new joining path and group density, joining any multicast
group is very simple and easy. Hence, it is possible to save network resources and
improve network utilization. Finally, we can achieve QoS-aware, Density-aware,
efficiency, and robust multicasting. We trust that our proposed protocol is a
useful and powerful algorithm.

The remainder of the paper is organized as follows. Section 2 describes our
proposed scheme, QoS-aware and group Density-aware Multicast Routing Pro-
tocol (QDMRP) architecture in detail. Section 3 illustrates the complexity of
QDMRP with analytical methods. Section 4 shows simulation results of our pro-
posed protocol. Finally, Section 5 provides our conclusions and future research
direction.

2 The Proposed Scheme

Researchers who have studied QoS-aware multicast routing protocol simply as-
sume that QoS-aware multicast routing protocols get QoS information in the
network via unicast routing protocol. Hence, they are not interested in the uni-
cast routing protocol. However, we strongly focus on QoS-aware unicast routing
algorithm and seek to apply it to multicast. For this purpose, we use a spe-
cific routing algorithm that can process the QoS-aware metric and support the
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optimized path. According to a novel routing algorithm, when a node joins to
a multicast group, if it knows the multicast group density, it joins quickly re-
sulting in low control overhead. When the node joins the candidate nodes, if
it finds the best QoS path, it is possible to optimize the management path and
save network resources, enabling efficient network. Therefore, we propose a novel
multicast routing protocol applying the method of multicast candidate selection.

2.1 QoS Restricted and Distributed Generic Shortest Path
Algorithm

Each node sends routing information involving node and QoS information to
neighboring nodes via interfaced link. The neighboring node saves this informa-
tion to its routing table, accumulates its QoS value. We call such accumulated
QoS as Total QoS, which inserts itself to the node information, it is Nodelist,
and sends the routing information to its neighboring nodes. As a consequence,
all nodes know the path and QoS information of the other nodes.

Each node checks the node information to prevent ”Counting to infinity”.
If each node is found in the Nodelist which is received from neighboring nodes,
there must be a loop. In this case, the received information is unnessary therefore
discarded. Intermediate nodes, they can receive several routing information that
has the same source node in node information and has the same sequence number
including different Total QoS in QoS information. In that case, the intermediate
node should decide whether later routing information has superior Total QoS or
not. If it is better Total QoS, the intermediate node saves this information to its
routing table, adds its routing information to the received routing information
and sends the updated routing information to its neighboring nodes. Otherwise,
the node can discard the received routing information to reduce control overhead,
resulting in saved processing power and resources. However, this is depends on
Policy.

Using the routing table, the forwarding table is created. Each node can easily
take the optimized route in this table when the node computes a route for
new data traffic. If there are multiple paths that satisfy the required QoS, the
node can choose the shortest path or multiple paths, depending on the policy.
According to circumstances, some paths that have minimum hops and satisfy
the required QoS are selected, not necessarily the shortest paths. This is also
depends on Policy.

Even if the shortest path is used exclusively, if failure occurs on that path,
rerouting to other multiple paths is possible. Therefore, fault recovery can be
fast. Hence, if data traffic load is shared by multiple paths, we can efficiently
manage the network and speed up the data transmission. Actually, each node is a
source node, sending routing information to its neighboring nodes. Neighboring
nodes are both intermediate and destination nodes. Neighboring nodes save the
routing information to their routing tables and send the updated routing infor-
mation to their neighboring nodes. Consequently, all nodes in the network know
the other QoS metrics value and they can be optimal routed without complex
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computation. It is a measured method where the nodes simply accumulate QoS
value and insert node information.

QRDGSPA can be hierarchically extended and is applied to various types
of networks as autonomous systems, domains, and areas. Hence, it is useful
for QoS-aware multicast. The network consists of a source node that gener-
ates the routing information, intermediate node that handles and relays the
routing information, and destination node that processes the routing informa-
tion. As mentioned above, each node can be a source node, intermediate node,
and destination node concurrently. Source node generates the originated rout-
ing information and sends it to its neighboring nodes. Intermediate nodes check
Total QoS and Nodelist in the received routing information. If it is useful, in-
termediate nodes save that information to its routing table, updates the routing
information and sends it to its neighbor nodes. Otherwise, the received routing
information is discarded. All nodes measure their available resources. When they
generate originated routing information or update the received routing informa-
tion, they apply these available resources. If the received routing information is
useful, the node sends the updated routing information to its neighboring nodes
except the transmitting node.

2.2 QoS-Aware and Group Density-Aware Multicast Routing
Protocol

In existing QoS-aware multicast routing protocols, YAM has a large overhead
because it broadcasts request-messages to other nodes to search for candidate
nodes. QoSMIC needs an extra manager for tree search and has difficulty in
deploying different Autonomous Systems. Hence, QMRP may increase overhead
in the case of multiple path. However, QoS-aware and Density-aware Multicast
Routing Protocol (QDMRP) does not need an additional manager, which satis-
fies various kinds of QoS constraints, making possible efficient multicast by using
density-aware search and QRDGSPA.

QDMRP has two searching procedures, similar to a QoSMIC, local search
and tree search. However, QDMRP is based on QRDGSPA as a routing protocol
using MCSM and does not need an extra manager. The receive node first finds
the candidate node within a limited scope by using time-to-live (TTL). If the
receive node finds the candidate node which is satisfies the required QoS for the
given multicast group, a new candidate path is created and the receive node joins
the candidate node (Fig. 1-(a)). If local search failes, the receive node try to do
a tree search (Fig. 1-(b)). The receive node requests to join the source node.
According to MCSM operation, the receive node recognizes candidate node and
joins the multicast group. When an existing member leaves the multicast group,
it sends a PRUNE message to the multicast tree to leave the branch. As shown
in Fig. 1, the detailed description of the QDMRP operation is as follow, in case
of local-search.

1. If new member joins, the receive node broadcasts a JOIN-REQUEST mes-
sage with specified time-to-live (TTL) occurs.
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Fig. 1. Overview of QDMRP

2. If there are candidate nodes that are within TTL, they unicast BID message
to the receive node. BID messages contain Total QoS and Nodelist informa-
tion.

3. If the receive node receives a BID message, the receive node chooses the
candidate node that has the best Total QoS and sends an ACK message
back to the candidate node.

4. If the receive node does not receive the BID message within the specific time,
the receive node tries to a tree search.

QDMRP generally uses tree-search. After a JOIN-REQUEST message trans-
mission, this message traverses to the source node. Before arriving at the source
node, if there is a candidate node, the candidate node can process this JOIN-
REQUEST message. Although a candidate has not received BID-ORDER mes-
sage from the source node, the candidate node can send a BID message to the
receive node. We name this process QDMRP2. The detailed description of the
QDMRP operation is as follows, in the case of tree- search.

1. The receive node sends JOIN-REQUEST message to the source node (or to
the core node).

2. Using MCSM, the source node chooses candidate node.
3. The selected candidate node unicasts BID message to the receive node. BID

message contains Total QoS and Nodelist information. In some cases, BID
message can pass through another candidate node. At this time, the candi-
date node that receives BID message interrupts the BID message and sends
its own BID message to the receive node. This is very useful and reasonable
technique to supply better Total QoS.

4. After receiving BID message, the receive node sends ACK message back to
the candidate node.
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3 The Analysis of QDMRP

To further illustrate the efficiency of our proposed protocol, we compare QDMRP
with several existing multicast routing protocols, which are YAM and QoSMIC,
in term of control overhead complexity. Table 1 [7] shows the results of control
overhead complexity.

Table 1. Complexity comparison of QoS-aware multicast routing protocols

Routing Protocol Control message overhead

YAM
∑t

′

i=1
ω(ω − 1)i−1 + (c + 1) · Hopc , t

′
>> t

QoSMIC-Distr. ω · (ω − 1)t−1 + Hops + |T | + (c + 1) · Hopc

QoSMIC-Centr. ω · (ω − 1)t−1 + Hops + c · Hopavg + (c + 1) · Hopc

QDMRP ω · (ω − 1)t−1 · p + (Hops + Hopb + 2 · Hopc) · (1 − p)

The abbreviations used in Table 2 are listed below:
t = The maximum TTL value of the local-search (default t = 2),
ω = The average degree of a node,
c = The number of candidate nodes,
|T | = The average size of a multicast tree,
Hopavg = The average hop count between Manager and candidate nodes,
Hopc = The average hop count from a new node to the candidate node,
Hops = The average hop count from a new node to the source node,
Hopb

= The average hop count from the source node to the candidate node,
p = The success probability of local-search.

YAM only uses local-search to search for a candidate node; therefore, the
complexity is very large. In the case of local-search, the complexity of the above
protocols except YAM is the same. However, in the case of tree-search, the
complexities are different. Of course, the complexity of QDMRP is less than the
others. Since QoSMIC needs a manager for tree-search, there are many control
messages. However, QDMRP does not need a manager and so QDMRP saves the
control messages between the manager and candidate nodes. In QDMRP, hops
mean the number of messages that is join message which the receiving node and
the new joining node, sends to the source node. Hence, 2 * Hopc represents BID
message and BIDACK message between the selected candidate node and the
receiving node.

4 Performance Evaluation

In this section, we evaluate QDMRP and compare it with other multicast proto-
cols: YAM and QoSMIC. We conduct a performance evaluation of our proposed
protocol (QDMRP) through simulations using Network Simulator 2 (ns-2) that



250 Hak-Hu Lee et al.

has been developed by VINT group [10]. We also use BRITE as topology gen-
erator developed at Boston University [9] that supplies various kinds of network
topology. We choose flat random Waxman’s probability model [8]. To ensure fair-
ness, we use a unicast routing algorithm applied QRDGSPA while we simulate
with other QoS-aware multicast protocols.

In this paper, we evaluate the performance of QoS-aware multicast protocols
by three metrics: control message overhead, average join latency and average
path length. Hence, we examine this evaluation in sparse mode and dense mode.

4.1 Network Topology

We evaluate the performance of our proposed protocol using network topology
applied artificial graphs. It is a number of flat-random Waxman graphs and
random topology using Waxman’s probability model for interconnection among
nodes over network topology, which is given by:

P (u, v) = α · e −d
(βL)

where 0 < α, β ≤ 1, d is the Euclidean distance from node u and node
v, and L is the maximum distance between any two nodes. Table 2 shows the
parameters of flat random Waxman topology. The network topology consists of
nodes between 50 and 300 nodes and hundreds of links. We simulate performance
evaluation according to the changing number of nodes.

Table 2. Parameters of flat random Waxman topology

Parameter Meaning Values

HS Size of one side of the plane ≥ 1

N Number of nodes 1 ≤ N ≤ HS * HS

α Waxman-specific exponent 0 < α ≤ 1, α ∈ R

β Waxman-specific exponent 0 < β ≤ 1, β ∈ R

Node Placement Placement of nodes in the plane random or heavy-tailed

4.2 Simulation Results

QDMRP Family We consider three types of QDMRP for evaluation. First, we
evaluate QDMRP that uses Centralized Candidate Selection. Second, we evalu-
ate QDMRP2 which is an improved version of QDMRP and is described in the
previous section. Finally, we evaluate the distributed version, QDMRP-Distr.,
which uses Distributed Candidate Selection. Hence, we evaluate the QDMRP
family on sparse mode. Performance results are presented in Fig. 2. QDMPR-
Distr. is worst and QDMRP2 is best. They show similar results in message
overhead. However, Average Join is very different.
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Fig. 2. Message Overhead and Average Join Latency of QDMRP family
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Fig. 3. Message Overhead of sparse and dense mode

Message Overhead We compare message overhead of QDMRP with other
protocols, which are QoSMIC-centr. and YAM. For sparse mode, we determine
that 10% of total nodes join their multicast group in sparse mode, and 80%
of total nodes joined in dense mode. In Fig. 3, the control message of YAM
increases dramatically. Therefore, we additionally examine QDMRP, QDMRP2
and QoSMIC, except YAM. Performance results of QDMRP2 are better than
the others in sparse and dense mode. The difference in performance increases
with increasing node number. In both cases, sparse and dense mode, the results
show a similar pattern.
Average Join Latency Join latency indicates the period between the time
when the receive node sends JOIN-REQUEST and the time when the source
node or the candidate node receives BIDACK message. As shown in Fig. 4,
the average join latency of QoSMIC is worst in both sparse and dense modes.
Consequently, QDMRP and QDMRP2 show better performance than YAM or
QoSMIC.
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Fig. 4. Average Join Latency of sparse and dense mode

Average Path Length (Hops) Average hops is the average path length be-
tween the receive node and the source node. QDMRP uses the strength of
QRDGSPA effectively during path selection. QRDGSPA supports multiple-paths
that satisfy required QoS, enabling QDMRP to select the shortest path among
those multiple paths. For this reason, the QDMRP family has shorter paths
than other protocols. Performance results on average path length are presented
in Fig. 5.
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Fig. 5. Average Hops of sparse and dense mode

5 Conclusion

In this paper, we use QRDGSPA as a routing algorithm because each node eas-
ily recognizes the optimized QoS-aware path from itself to each other node and



QoS-Aware and Group Density-Aware Multicast Routing Protocol 253

the path can be either single or multiple. QRDGSPA is a quantifiable measured
method without complex computation. Furthermore, it can improve performance
and can process exactly some data that is assumed in other QoS-aware multi-
cast protocols. We introduce MCSM (Multicast Candidate Selection Method),
the first is a centralized method and the second is a distributed method. The
centralized method is efficient and takes full advantage of QRDGSPA. Finally,
we propose a QDMRP applied QRDGSPA considering QoS and multicast group
density.

We present the QDMRP family. The first, QDMRP-Distr. is a distributed
version, and the second is QDMRP2, an applied centralized version. It is classi-
fied by MCSM. In the evaluation result, QDMRP2 shows the best performance
among them. QDMRP saves network resources and improves network utilization
by decreasing control message overhead, shortening join latency and reducing the
path length. When a new node joins any multicast group, as mentioned above,
the three performance metrics result in performance improvement.

Since QDMRP uses the routing information of QRDGSPA, a manager node
that uses QoSMIC protocol is unnecessary. When a new joining node, the receive
node, requests to join the source node during tree-search, the source node recog-
nizes each Total QoS from on-tree node to the receive node. Hence, the source
node selects a specific on-tree node as candidate node. As a result, QDMRP
achieves QoS-aware, Density-aware, efficiency, and robust multicasting.

After this research, we would like to study inter-domain multicast and addi-
tional types of network like Ad-Hoc wireless network, MPLS, and so on.
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Abstract. In this paper, we attempt to solve the problem of construct-
ing a minimum cost multicast tree with the consideration of dynamic user
membership. Unlike the other minimum cost multicast tree algorithms,
this problem consists of one multicast group of fixed members and each
destination member is dynamic and has a probability of being active
as which was gathered by observation over some period of time. With
the omission of node join/leave handling, this model is suitable for pre-
diction and planning purpose than for online maintenance of multicast
trees. We formally model this problem as an optimization problem and
apply the Lagrangean relaxation method and the subgradient method to
solve the problem. Computational experiments are performed on regu-
lar networks and random networks. According to the experiment results,
the Lagrangean based heuristic can achieve up to 37.69% improvement
compared to the simple heuristic.

1 Introduction

The power of Internet comes from its openness that interconnects computers
around the world as long as they follow the protocols. After about one decade
of continuous development, this global network has somehow revolutionized the
way people communicate and the way businesses are done. However the appli-
cation involving online audio and video require higher quality of transmission
and may consume much more bandwidth over its transmission path, therefore
it’s worthwhile that we pay more attention to the problems that were aroused
by such applications.

A very common scenario is that a source may try to send data to a specific
group of destinations, for example a server of video streaming service sending its
video stream to all of its service subscribers. Such traffic group communication is
called multicast, as opposed to unicast and broadcast. The multicast traffic over
IP often follows the route of a spanning tree over the existing network topology,
called a multicast spanning tree, taking advantages of sharing common links over
paths destined for different receivers. The efficiency of multicast is achieved at
the cost of losing the service flexibility of unicast, because in unicast each des-
tination can individually negotiate the service contract with the source. ¿From

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 254–263, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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the viewpoint of network planning, each link in the network can be assigned with
a cost, and the problem of constructing a multicast spanning tree with its cost
minimized is called Steiner tree problem, which is known to be NP-complete.
Reference [1] and [2] surveyed the heuristics of Steiner tree algorithms.

¿From the multicast protocols surveyed in [3], we can see that most complex-
ity of these protocols comes from dealing with the changing of group members,
that is, the joining and leaving of nodes. The motivation of this paper would be
creating a mechanism for finding and evaluating the cost-efficiency of a multi-
cast tree with a given network and fixed set of group members. Also the group
members are dynamic in that they might shut-off for a while, and turn on later.
Such probability may be acquired by observation of user behavior over a certain
a period of time.

Fig. 1. Example network

Consider the network in Figure 1 with node 1 as the source and nodes 3 and
4 as the destinations which have active probabilities 0.7 and 0.8 respectively.
The connection setup costs and transmission costs of the links are labeled in the
parentheses beside the links. Figure 1 shows three possible solutions to construct
the multicast tree. Consider the solution 1, because nodes 3 and 4 have active
probabilities 0.7 and 0.8, the probability that links A and B have no traffic are
0.06. The probability that link C has traffic is 0.8. Consequently, the total cost
of solution 1 is 9.42. The cost of solution 2 and 3 are 7.94 and 6.34 respectively.
The details of the result are shown in Table 1.

In this paper, however, we do not deal with the complexity node joining
and leaving in our heuristic, instead, the activity for a node in summarized
as a probability. Therefore, the model proposed here tends to be of analytical
and planning use. Still, the problem of multicasting has strong connection with
the Steiner tree problem, which is a NP-complete problem, the approach of La-
grangean relaxation is taken to achieve accurate approximation with significantly
reduced computation time.

The rest of this paper is organized as follows. In Section 2, we formally define
the problem being studied, as well as a mathematical formulation of min-cost
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Table 1. Total cost of example network

Cost Link A Link B Link C Link D Link E Total

Solution 1 1+1×(1-
(0.3×0.2))

2+2×(1-
(0.3×0.2))

2+2×(1-
0.2)

x x 9.42

Solution 2 1+1×(1-
(0.3×0.2))

2+2×(1-
0.3)

x 1+2×(1-
0.2)

x 7.94

Solution 3 x x 2+2×(1-
0.3)

x 2+1×(1-
(0.3×0.2))

6.34

optimization is proposed. Section 3 applies Lagrangean relaxation as a solution
approach to the problem. Section 4, illustrates the computational experiments.
Finally, in Section 5 we present our conclusions and the direction of future re-
search.

2 Problem Formulation

2.1 Problem Description

In this paper we consider, for a network service provider, the problem of con-
structing a multicast spanning tree that sends traffic to receivers (destinations),
while at the same time, the total cost resulted by the multicast tree is minimized.
The network is modeled as a graph where the switches are depicted as nodes and
the links are depicted as arcs. A user group is an application requesting trans-
mission in this network, which has one source and one or more destinations.
Given the network topology and bandwidth requirement of every destination,
we want to determine the routing assignment (a tree for multicasting or a path
for unicasting) of the user group.

By formulating the problem as a mathematical programming problem, we
intend to solve the issue optimally by obtaining a network that will enable us
to achieve our goal, i.e. one that ensures the network operator will spend the
minimum cost on constructing and servicing the multicast tree. The notations
used to model the problem are listed in Table 2.

Each destination d ∈ D has a given probability Qd that indicated the fraction
of time that the destination is active, and thus the traffic is to be routed to that
node. Such probability may be acquired by observation of user behavior over a
certain a period of time. The cost associated with a link consists of two parts:
1) fixed cost of connection setup and 2) transmission cost proportional to link
utilization. At the determination of the multicast tree, utilizations for all links
may be computed, which are used to estimate the total cost.

2.2 Mathematical Formulation

According to the problem description in pervious section, the min-cost problem
is formulated as a combinatorial optimization problem in which the objective
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Table 2. Description of Notations

Given Parameters

Notation Description

D The set of all destinations of multicast group
r The source of multicast group
N The set of all nodes in the network
L The set of all links in the network
Ii The set of all incoming links to node i
qd The probability that the destination d is active
al The transmission cost associated with link l
bl The connection maintenance cost associated with link l
Pd The set of all elementary paths from r to d ∈ D
δpl The indicator function which is 1 if link is on path p

Decision Variables

Notation Descriptions

yl 1 if link l is included in the multicast tree and 0 otherwise
xp 1 if path p is included in the multicast tree and 0 otherwise
gl The fraction of time that the link l is active on the multicast tree
fdl 1 if link l is used by destination d ∈ D and 0 otherwise

is to minimize the total cost associated with the multicast tree, including the
accumulated transmission costs (pay per time unit) and setup cost (pay per
connection) on each link used.
Objective function (IP):

ZIP = min
∑

l∈L (blyl) (algl) . (1)

subject to:

gl ≥ 1−∏
d∈D (1− qdfdl) ∀l ∈ L . (2)∑

l∈li
yl ≤ 1 ∀i ∈ N − {r} . (3)∑

l∈lr
yl = 0 . (4)∑

p∈Pd
δplxp ≤ fdl ∀l ∈ L,∀d ∈ D . (5)∑

p∈Pd
xp = 1 ∀d ∈ D . (6)

fdl ≤ yl ∀l ∈ L,∀d ∈ D . (7)
fdl = 0 or 1 ∀l ∈ L,∀d ∈ D . (8)
yl = 0 or 1 ∀l ∈ L . (9)
xp = 0 or 1 ∀p ∈ Pd, ∀d ∈ D . (10)
0 ≤ gl ≤ 1−∏

d∈D (1− qd) ∀l ∈ L . (11)

The objective function of (1) is to minimize the construction cost and total
transmission cost of servicing the maximum bandwidth requirement destination
through a specific link for the multicast group.
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Constraint (2) is referred to as the utilization constraint, which defines the
link utilization as a function of qd and fdl. Since the objective function is strictly
an increasing function with g1 and (1) is a minimization problem, each g1 will
equal the aggregate flow in an optimal solution. Constraints (3) and (4) are both
tree constraints. Constraint (3) requires that the number of selected incoming
links y1 to node is less than 1 , while constraint (4) requires that there are
no selected incoming links y1 to the node that is the root of multicast group.
Constraint (5) and (6) require that only one path is selected for each multicast
source-destination pair. Constraint (7) requires that if link l is not included in
the multicast tree, then it won’t be used by any destination.

Furthermore, here is an example of many possible extensions that could be
made to this problem but not discussed in this paper. Say the dependency among
destinations, e.g., the members of the group can be further divided into sub-
groups such that the group members within each subgroup behave identically.
The link utilization can be modeled as follows:

gl = 1−∏
m∈G

(
1− qm

(
1−∏

i∈Mm
(1− fil)

))
. (exp)

Where G is the set of subgroups
As you may notice that the structure of this formula resembles the

constraint for link utilization of constraint (1), with its fdl replaced with(
1−∏

i∈Mm
(1− fil)

)
.

3 Solution Approach

3.1 Lagrangean Relaxation

Lagrangean methods were used in both the scheduling and the general integer
programming problems at first. However, it has become one of the best tools
for optimization problems such as integer programming, linear programming
combinatorial optimization, and non-linear programming [4] [5].

By using the Lagrangean Relaxation method, we can transform the primal
problem (IP) into the following Lagrangean Relaxation problem (LR) where
Constraints (2), (5) and (7) are relaxed.
Optimization problem (LR):

Zd (α, β, θ) = min
∑

l∈L (blal + algl) (12)

+
∑

l∈L αl

(∑
d∈D log (1− qd · fdl)− log (1− gl)

)
+
∑

l∈L

∑
d∈D βdl

(∑
p∈Pd

δpl · xp − fdl

)
+
∑

l∈L

∑
d∈D θdl (fdl − yl) .

subject to: (3) (4) (6) (8) (9) (10) and (11).
Where αl, βdl, θdl are Lagrangean multipliers and βdl, θdl ≥ 0. To solve (12),

we can decompose (12) into the following four independent and easily solvable
optimization subproblems.
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Subproblem 1: (related to decision variable xp)

ZSUB1 (β) = min
∑

d∈D

∑
p∈P

(∑
l∈L βdl · δpl

) · xp . (13)

subject to: (6) (10).
Subproblem 1 can be further decomposed into |D| independent shortest path

problems with nonnegative arc weights βdl. Each shortest path problem can be
easily solved by Dijkstra’s algorithm.
Subproblem 2: (related to decision variable yl)

ZSUB2 (θ) = min
∑

l∈L

(
bi −

∑
d∈D θdl

) · yl . (14)

subject to: (3) (4) (9).
The algorithm to solve Subproblem 2 is:

Step 1 Compute the number of negative coefficients
(
bl −

∑
d∈D θdl

)
for all

links.
Step 2 Sort the links in ascending order according to the coefficient.
Step 3 According to the order and complying with constraints (3) and (4), if

the coefficient is less than zero, assigns the corresponding negative coefficient
of y1 to 1 and 0 otherwise.

Subproblem 3: (related to decision variable gl)

ZSUB3 (α) = min
∑

l∈L (algl − αl · log (1− gl)) . (15)

subject to: (11).
This subproblem of minimization can be solved by substituting with its lower

and upper bound because the minimum of this function appears at endpoints.
Subproblem 4: (related to decision variable fdl)

ZSUB4 (α) = min
∑

l∈L

∑
d∈D (αl log (1− qd · fdl) + (θdl − βdl) fdl) . (16)

subject to: (8).
This subproblem of minimization can be solved by simply substitute fdl with

0 and 1 and keep the one that yields the minimum.
According to the weak Lagrangean duality theorem [6], for any βdl, θdl ≥ 0,

ZD (αl, βdl, θdl) is a lower bound on ZIP . The following dual problem (D) is then
constructed to calculate the tightest lower bound.
Dual Problem (D):

ZD = maxZD (αl, βdl, θdl) (17)

subject to:
βdl, θdl ≥ 0
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3.2 Getting Primal Feasible Solutions

During solving the dual problem, a simple algorithm is needed to provide an
adequate initial upper bound of the primal problem ZIP . Dijkstra algorithm is
used to generate a minimum cost spanning tree over the given network, using the
connection setup cost bl as the arc weight of link l. The result yielded thereby is
feasible and expected to give solution of better quality than a random guess. We
also use the result of this simple heuristic to compare with Lagrangean relaxation
based result in section 4 to prove our improvement.

To calculate the primal feasible solution of the minimum cost tree, the solu-
tions to the Lagrangean Relaxation problems are considered. By solving the dual
problem optimally we get a set of decision variables that may be appropriate for
being the inputs of getting primal heuristics. However that solution might not
be feasible and thus takes some more modifications. The set of gl obtained by
solving (15) may not be a valid solution to problem (IP) because the utilization
constraint is relaxed. However, the utilization constraint may be a valid solution
for some links. Also, the set of fdl obtained by solving (16) may not be a valid
solution because of the path and link constraints are relaxed and the union of
yl may not be a tree.

Here we propose a heuristics to obtain a primal feasible solution. While solv-
ing the Lagrangean relaxation dual problem, we may get some multipliers re-
lated to each links. According to the information, we can make our routing more
efficient. Two of our getting primal heuristics are created by taking the LR mul-
tiplier βdl as the source of arc weight in Dijkstra algorithm. We describe the
Lagrangean based heuristic below.
[Lagrangean multiplier based heuristic]

Step 1 Calculate
∑

d∈D βdl as link l’s arc weight.
Step 2 Use the arc weight obtained from step 1 and run the Dijkstra algorithm.

4 Computational Experiments

In this section, computational experiments on the Lagrangean relaxation based
heuristic and simple primal heuristics are reported. The heuristics are tested on
two kinds of networks- regular networks and random networks. Regular networks
are characterized by low clustering and high network diameter, and random
networks are characterized by low clustering and low diameter.

Two regular networks shown in Figure 2 are tested in our experiment. The
first one is a grid network that contains 25 nodes and 40 links, and the second is
a cellular network containing 19 nodes and 42 links. Random networks tested in
this paper are generated randomly, each having 25 nodes. The candidate links
between all node pairs are given a probability following the uniform distribution.
In the experiments, we link the node pair with a probability smaller than 2%. If
the generated network is not a connected network, we generate a new network.

For each testing network, several distinct cases, which have different pre-
determined parameters such as the number of nodes, are considered. The traffic
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Fig. 2. Regular Networks

demand for multicast group is drawn from a random variable. The link connec-
tion maintenance costs and transmission cost are randomly generated between 1
and 5. The active probability of each destination is randomly generated between
0.1 and 1. The parameters used for all cases are listed in Table 3. The cost of
the multicast tree is decided by multiplying the link transmission cost and the
bandwidth requirement of the multicast group plus link maintenance costs. We
conducted 200 experiments for each kind of network. For each experiment, the
result was determined by the group destinations and link costs generated ran-
domly. Table 4 summaries the selected results of the computational experiments.

Table 3. Parameters for Lagrangean Relaxation

Number of Iterations 1,000
Initial Multipliers 0
Improvement Counter 15
Delta Factor 2
Optimal Condition Gap < 0.001

For each testing network, the maximum improvement ratio between the sim-
ple heuristic and the Lagrangean based heuristic is 20.17%, 20.77%, and 37.69%,
respectively. In general, the Lagrangean based heuristic performs well compared
to the simple heuristic. There are two main reasons of which the Lagrangean
based heuristic works better than the simple algorithm. First, the Lagrangean
based heuristic makes use of the related Lagrangean multipliers which include the
potential cost for routing on each link in the topology. Second, the Lagrangean
based heuristic is iteration-based and is guaranteed to improve the solution qual-
ity iteration by iteration. Therefore, in a more complicated testing environment,
the improvement ratio is higher. To summarize, by relaxing constraints in the
primal problem and optimally solving dual problem, the set of LR multipliers
revealed iteration by iteration became unique sources for improving our solutions
in getting primal heuristics.
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Table 4. Selected Results of Computational Experiments

CASE Dest. # SAa UBb LB GAPc Imp.d

Grid Network Max Imp. Ratio: 20.17 %

A 5 27.34 26.05 25.99 0.22% 4.73%

B 5 40.10 32.01 31.54 1.49% 20.17%

C 10 66.40 54.78 53.83 1.76% 17.51%

D 10 72.24 66.75 63.83 4.57% 7.60%

E 15 53.42 48.01 47.04 2.06% 10.13%

F 15 103.34 98.02 92.56 5.90% 5.15%

G 20 164.34 145.43 144.61 0.57% 11.50%

H 20 156.61 132.82 113.68 16.84% 15.19%

Cellular Network Max Imp. Ratio: 20.77 %

A 5 16.62 16.62 16.62 0.00% 0.00%

B 5 32.16 25.48 23.34 9.17% 20.77%

C 10 56.37 46.98 45.30 3.71% 16.66%

D 10 48.88 40.87 38.33 6.63% 16.39%

E 15 58.12 47.31 38.09 24.20% 18.60%

F 15 85.76 82.30 74.45 10.54% 4.03%

G 20 124.35 118.83 111.34 6.73% 4.44%

H 20 143.33 128.98 124.43 3.66% 10.01%

Random Networks Max Imp. Ratio: 37.69 %

A 5 7.75 7.75 7.75 0.00% 0.00%

B 5 14.32 12.94 12.48 3.69% 9.64%

C 10 53.83 42.47 39.89 6.47% 21.10%

D 10 59.16 36.86 33.04 11.56% 37.69%

E 15 60.38 57.82 53.37 8.34% 4.24%

F 15 76.42 68.88 62.34 10.49% 9.87%

G 20 93.46 74.83 73.08 2.39% 19.93%

H 20 103.46 92.64 83.78 10.58% 10.46%

a SA: The result of the simple heuristic
b UB and LB: Upper and lower bounds of the Lagrangean

based modified heuristic
c GAP: The error gap of the Lagrangean relaxation
d Imp.: The improvement ratio of the Lagrangean based

heuristic

To claim optimality, we also depict the percentile of gap in Table 4. The
results show that most of the cases have a gap of less than 20%. We also found
that the simple heuristic performs well in many cases, such as the case A of
Cellular network and case A of random network.

The contribution of this research would be quite academic, with the innova-
tive idea of constructing a multicast tree that adapts to the activity of end users
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in a minimization problem, making the model itself aware of the phenomenon of
dynamic user join and leave without all the fuss of dealing with it in our heuris-
tic. For this reason, this model is ideal for network planning purpose. Still the
computational results show that the structure of the problem is suitable for the
methodology of Lagrangean relaxation. However this model is still in a simple
form and interested researchers may come up with quite a few extensions to this
simple model with ease.

5 Conclusions

In this paper, we attempt to solve the problem of min-cost multicast routing with
the consideration of dynamic user membership. Our achievement of this paper
can be expressed in terms of mathematical formulation and experiment perfor-
mance. In terms of formulation, we propose a precise mathematical expression
to model this problem well. In terms of performance, the proposed Lagrangean
relaxation and subgradient based algorithms outperform the primal heuristics.

Some additional topics to this problem might be 1) Multiple groups of users
and the behaviors of the members within one group are identical or somewhat
correlated. 2) Multiple trees may be constructed over the network at the same
time, with different data-rate demands. 3) Quality-of-service constraints may
be added such as: link capacity, hop count and delay constraints. 4) Different
getting primal feasible heuristics can be invented to produce solutions with better
optimality.
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Abstract. In wireless sensor networks, the sensors collect data and de-
liver it to a sink node. Most of the existing proposals deal with the traffic
flow problem to deliver data to the sink node in an energy-efficient man-
ner. In this paper, we extend this problem into a multi-sink case. To
maximize network lifetime and to ensure fairness, we propose (i) how to
position multiple sink nodes in a sensor network and (ii) how to route
traffic flow from all of the sensors to these multiple sink nodes. Both of
the problems are formulated by the linear programming model to find
optimal locations of the multiple sink nodes and the optimal traffic flow
rate of routing paths in wireless sensor networks. The improved lifetime
and fairness of our scheme are compared with those of the multi-sink
aware minimum depth tree scheme.

1 Introduction

In a wireless sensor network, each sensor node has a small sensing coverage
and a small communication range because increasing the sensing coverage and
communication range would consume more battery power. Since each sensor
node has a small communication range, each sensor node relays the sensed events
to a sink node [1]. As the number of sink nodes is increased, the path length
from sensor node to sink node is decreased and the lifetime of the sensor nodes is
increased. However, the number of sink node is constrained financially because
the cost of the sink node is more expensive than the sensor node.

There has been much research done on traffic engineering in wired networks.
The main purpose of traffic engineering is to increases the link utilization by
equally balancing the traffic over the network. It is also possible to apply the
traffic engineering in a wireless sensor network. However, the purpose should
be to increase the network lifetime instead of improving the link utilization,
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because the critical resource of wireless sensor networks is the battery power of
the sensor node instead of the link bandwidth although the sink nodes do not
have an energy constraint since they are connected to a wired network.

In the past, most researches focused on the energy conservation [2][3] or data
aggregation [5][6]. Recently, several studies [7][8][9] handle locating the multiple
sinks in large-scale wireless sensor networks and optimizing the placement of
integration points in multi-hop wireless networks, but any of papers did not
consider traffic engineering.

In this paper, a formulation is proposed to improve the lifetime and the
fairness of wireless sensor network with multiple sink nodes. We assume that the
wireless sensor network shows the cluster architecture [2][3]. In this architecture,
the cluster header has data forwarding functionality. The proposed formulations
solve two problems, the location of sink nodes and the traffic flow rates of routing
paths in the wireless sensor network. We formulate this problem into two types
of LP (linear programs). In the first LP formulation, it is assumed that the
location and the number of the sink nodes are fixed. The solution of the first LP
formulation shows the optimal traffic flow rates of routing paths in the wireless
sensor network. In the second LP formulation, instead of assuming the pre-fixed
location and number of the sink nodes, the constraint of the maximum number
of sink nodes is only assumed. In this case, the solution of the LP formulation
finds both the optimal location of sink nodes and the optimal traffic flow rates
of routing paths in wireless sensor network. Our main focus is the second LP
formulation. It is shown that the proposed formulation increases the lifetime and
the fairness of a wireless sensor network by using CPLEX [4] program that is a
type of ILP (Integer Linear Programming) solver.

The organization of the paper is as follows: In Section 2, related work is
shown such as the sink node location problem in multi-hop wireless network
and wireless sensor network. The assumed wireless sensor network model and
the proposed LP formulations are presented in Section 3 and in Section 4. In
Section 5, the performance of the proposed LP formulation is evaluated by using
the CPLEX tool. The conclusion of the paper is in Section 6.

2 Problem Definition

The wireless sensor network model used in this paper refers to [10]. Fig. 1 il-
lustrates the layered sensor model. There are Application Sensor Nodes (ASNs)
that collect data at the bottom layer. An ASN is a very low cost sensor, and
there is a cluster of ASNs that belong to a clusterhead, or Aggregation and For-
warding Node (AFN). AFNs are logically located at the higher layer than the
lower layer consisting of ASNs only. The AFN aggregates data from a group of
ASNs and reduces redundancy of data. AFNs also relay data to sink nodes (or
base stations).

Most previous schemes related to the layered sensor networks assume that
the location of a sink node is fixed and seek to find the optimal routing paths
and traffic flow rates. To the best of our knowledge, there is no work on finding
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Fig. 1. The layered sensor network model

optimal locations of multiple sink nodes. The optimal locations of sink nodes, also
routing paths and traffic flow rate through each path, should be determined to
maximize network lifetime and to ensure fairness from the input of the locations
of AFNs and the number of sinks to be deployed.

We suppose following scenario. Several areas to be investigated are deter-
mined. Each area needs an AFN and forms an cluster at least. The optimal
AFNs as the sink, routing paths and traffic flow rates are computed before sen-
sor nodes are deployed. AFNs (battery powered) are pre-configured to computed
paths and flow rates. AFNs, AFNs as sink nodes (Base Station, wire-connected
powered) and ASNs are deployed. Finally, The network starts to collect data.
We assume that the number of sink nodes is limited by other environment (e.g.,
commercial cost).

The entire network is abstracted by two kinds of nodes hereafter. The sensor
node(AFN) aggregates data and delivers it to sink nodes(Base Station) and the
sink node receives data from sensor nodes. The data volume is also used instead
of the data rate and time is disregarded in modeling the traffic flow, since the
lifetime of the sensor node is proportional to the traffic volume (number of
packets) transmitted from a sensor node if the power consumption of a sensor
node in idle mode is negligible.1

3 The Proposed Formulation

The proposed formulations in this paper considers network lifetime and fairness.
That is, under a constrained sensor node energy, first, to maximize the minimum
among data volume generated by each sensor node for ensuring fairness, and then
to maximize total data volume produced by nodes for maximizing the network
lifetime. The MAX-MIN scheme is known to give good fairness. The given specific
network lifetime can be satisfied by limiting sending data volume per unit time
with regard to initial energy of sensor node.

1 In wireless system, the power consumption of interface in idle mode is lower than
both the transmission power and the reception power. In addition, the wireless sensor
nodes use the power saving mechanism by switching between active state and sleep
state. The data transmission/ reception is performed only in active period and we
assume the ratio of active period is sufficiently small.



Optimal Multi-sink Positioning and Energy-Efficient Routing 267

If the location of sink nodes is fixed, routing paths of each sensor node and
the data volume through each path can be obtained by Formulation 1.

Formulation 1.
Maximize

First, V olmin

Second, V oltotal

Subject To∑
j∈N∪S,j 
=i

Xij−
∑

j∈N,j 
=i

Xji = Δi (∀i ∈ N) (1)

Δi ≥ 0 (∀i ∈ N) (2)
Xi,j = 0 (∀i ∈ S) (3)
V olmin ≤ Δi (∀i ∈ N) (4)
V oltotal =

∑
i:i∈N

Δi (5)∑
j∈N,j 
=i

(
P t

ij ·Xij

)
+

∑
j∈N,j 
=i

(
P r ·Xji

) ≤ Einit (∀i ∈ N) (6)

Variables
Δi : Data volume that node i produce
V olmin : The minimum of Δi

V oltotal : Thetotal sum of Δi

Xij : Data volume transmitted from node i to node j
Constants
N : Set of sensor nodes
S : Set of sink nodes
P t

ij : Transmission power per unit data volume from node i to node j
P r : Recieve power per unit data volume
Einit : Initial energy of a seonsor node

Each line means,

(1) Define Δi which is data volume produced by node(i).
(2) A sensor node should transmit data more than 0 bit.
(3) A sink node should not transmit any data to other sensor nodes.
(4) The V olmin is the minimum among data volume produced by each sensor

node.
(5) The V oltotal is total data volume produced by sensor nodes.
(6) A sensor node consumes power when send or receive data. The consumed

power cannot be larger than initial energy. Idle power is assumed to be
negligible.

The Formulation 1 is an LP (Linear Programming) problem because the location
of sink nodes is fixed, so it can be solved in polynomial time by using LP solver.
Formulation 1 guarantees the network performance of two type.
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Fairness - When the V olmin is maximized, all sensor nodes are guaranteed to
generate the data volume of at least V olmin and to communicate with sink
nodes. Consequently, the each sensor node can produce the data volume of
V olmin regardless of the data volume produced by other sensor nodes.

Lifetime - When the idle power of sensor node is negligible, the lifetime of sen-
sor network is dependent on the data volume of transmission and reception.
Therefore, if the V oltotal is maximized, the lifetime of sensor network is also
maximized. Here, the network lifetime means the duration that the batteries
of all sensor node have been depleted.

Formulation 1 is modified to apply to cases in which the location of sink nodes
is not fixed to get Formulation 2.

Formulation 2. (for CPLEX)
Maximize
C · V olmin + V oltotal (C · V olmin � V oltotal)

Subject To∑
j∈N,j 
=i,k

Xk
ij −

∑
j∈N,j 
=i

Xk
ji = Δk

i (∀i,∀k ∈ N,i �= k) (7)∑
j∈N,j 
=i

X i
ij = Δi

i (∀i ∈ N) (8)∑
k∈N,k 
=i

Δk
i ≥ −C · Si (∀i ∈ N) (9)

V olmin ≤ Δi
i+C·Si (∀i ∈ N) (10)

V oltotal =
∑

i∈N

Δi
i (11)∑

i:i∈N

Si ≤ Nsink (12)

∑
j∈N,j 
=i

(
P t

ij ·
∑

k∈N,k 
=j

Xk
ij + P r · ∑

k∈N,k 
=i

Xk
ji

)
≤ Einit + C · Si

(∀i ∈ N) (13)
Xk

ij ≤ C·(1−Si) (∀i,∀j, ∀k ∈ N,i �= j, j �= k, ) (14)

Bounds
0 ≤ Δi

i ≤ C (∀i ∈ N)
− C ≤ Δk

i ≤ 0 (∀i,∀k ∈ N,i �= k)
0 ≤ Xk

ij ≤ C (∀i,∀j, ∀k ∈ N,i �= j, j �= k,
node j is in the transmission range of node i)

Binaries
Si (∀i ∈ N)

Variables
V olmin : The minimum data volume generated by each sensor node
V oltotal : The total data volume generated by sensor nodes
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Xk
ij : Data volume transmitted from node i to node j,

node k is the source of data
Δk

i : Data volume that node i produce, node k is the source of data
Si : If node i is a sinknode, Si = 1. else Si = 0

Constants
N : Set of all nodes in network
C : Infinite constant
Nsink : The maximum number of sink nodes
P t

ij : Transmission power from node i to node jper unit data volume (bit)
P r : Recieve power per unit data volume (bit)
Einit : Initial energy of a sensor node

A binary variable Si is added to distinguish which node is selected as a sink
node or not because the sink nodes is not decided yet. Variable k in Xk

ij , Δ
k
i

means source node of data. It is just used to reduce useless equations to solve a
problem more quickly and to distinguish the data source for debugging. It will
also be used for advanced formulation (e.g., limiting hop-count of transmitted
data) as future work. Each line means,

(7) Δk
i is data volume relayed by node i when the source of data is k.

(8) Δi
i is data volume produced by sensor node i.

(9) Only sink nodes can receive data of other nodes. If node i is a sensor node,
it should relay received data to other nodes. (see also 2nd line of Bounds)

(10) V olmin is the minimum among data volume produced by each sensor node.
(11) V oltotal is total data volume produced by sensor nodes.
(12) Nsink is the maximum number of sink nodes.
(13) A sensor node consumes power when send or receive data. The consumed

power cannot be larger than initial energy. Idle power is assumed to be
negligible. The energy of sink node is not limited.

(14) Sink nodes do not send data to other nodes. (see also 3rd line of Bounds)

The Formulation 2 is an M-ILP (Mixed-Integer Linear Program) problem be-
cause of integer variable Si which is used to select sensor nodes for the role of
sink nodes. Since M-ILP problems are NP-hard, it will take a long time to solve
a problem if the wireless sensor network is huge. However, if the wireless sensor
network consists of about 30 sensor nodes, we can get a solution quickly for that.
Moreover, 30 sensor nodes (AFNs) will cover very large area in cluster architec-
ture (layered sensor networks). In this paper, Formulation 2 was applied to a
sample wireless sensor network and the result is shown in Section 5. Proposing
an approximate algorithm that finds a solution in polynomial time will be left
to future works.

4 Performance Evaluation

In this chapter, the result of a simulation by Formulation 2 is analyzed. Fig. 2 is
a sample network that is used for simulation. 20 nodes are deployed randomly
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Fig. 2. A sample sensor network

Table 1. The node’s number selected as sink node in fully-connected sample
network

The number of sink nodes Formulation 2 m-MDT

1 5 5
2 11, 16 9, 14
3 0, 11, 17 8, 11, 17
4 4, 10, 11, 17 1, 8, 11, 12
5 1, 4, 10, 11, 13 1, 4, 5, 10, 11

in 200 x 200(m). The parameters of Formulation 2 are |N| = 20 (the number of
nodes), C = 7000, Nsink = 1, 2, 3, 4 or 5, P t

ij = 0.5+0.00013 ∗dist(i, j)4(nJ/bit)
[11], P r = 0.5(nJ/bit), Einit = 100(nJ). For the comparison with the pro-
posed formulation, m-MDT (multi-sink aware Minimum Depth Tree) is used.
The link cost is energy that is consumed when unit data is transmitted through
the link. It has been known that MDT can route packets with minimal energy
consumption.[12]

The simulation result in the sample network are compared in Table 1 and
Table 2. We simulate two cases, one in fully-connected network and the other
in which the transmission range of a sensor node is 60m. Although the node’s
number to be selected as sink node is the same as No.5 when there is only one
sink node, the result shows that there is a difference in selected sensor nodes as
sink nodes between Formulation 2 and m-MDT in case that the number of sink
nodes is 2,3,4 or 5.

Fig. 3 and Fig. 4 show that V olmin by Formulation 2 is much bigger than
that by m-MDT though both select the same sensor node as sink node when
there is only one sink node in the network. This is because m-MDT allows
a sensor node to select only one path which is the shortest path (low energy
consumption) to communicate with the sink node. In the m-MDT algorithm,
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Fig. 3. The comparison of V olmin in fully-connected network

sensor nodes around sink node always consume more energy than nodes far from
the sink node. Therefore, sensor nodes far from the sink node cannot send data to
the sink node even if they have a lot of energy. On the other hand, Formulation
2 considers not only the shortest path but also other available paths when a
sensor node communicates with the sink node, so the maximum of V olmin can
be found by Formulation 2. Fig. 5 and Fig. 6 are detailed figures to show that
Formulation 2 allows many paths unlike m-MDT, which allows only the shortest
path of the tree architecture.

The proposed formulation in this paper significantly increases V olmin by
using many paths for communications and by admitting determined data volume
to each link. In case there is only one sink node in a fully-connected network, the
V olmin by proposed formulation, 82.97, is about 3 times bigger than the V olmin

by m-MDT, 28.56. The reason that the location of the sink node selected by
each algorithm is different is also caused by whether multi-path is available or
not. Moreover, most of the nodes transmit almost the same data volume in Fig.
5 and Fig. 6. This means that the MAX-MIN scheme works well for fairness in
this scenario, and network fairness is increased to compare with m-MDT. Since

Table 2. The node’s number selected as sink node in sample network, the trans-
mission range of a node is 60m

The number of sink nodes Formulation 2 m-MDT

1 5 5
2 7, 12 6, 9
3 4, 11, 17 0, 13, 14
4 4, 10, 11, 17 4, 10, 11, 17
5 1, 4, 10, 11, 13 1, 4, 5, 10, 11
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Fig. 4. The comparison of V olmin when the transmission range of sensor node
is 60m

Fig. 5. Routing paths and data volume by Formulation 2 in fully-connected
network, the number is data volume produced by each sensor node

m-MDT organizes the network into a tree architecture, there is a wide difference
of the data volume produced by each node.

5 Conclusion

In this paper, the formulation to find the optimal locations of the multiple sink
nodes and to find the optimal traffic flow rate is proposed. Maximizing network
lifetime and ensuring fairness are the main objectives of this linear programming
formulation. The proposed scheme is compared with m-MDT (multi-sink aware
Minimum Depth Tree), and the results show that the proposed scheme improves
network lifetime and fairness significantly. The proposed formulation allows sen-
sor nodes to communicate with the one or more sink nodes through multiple
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Fig. 6. Routing paths and data volume by Formulation 2 when the transmission
range of node is 60m, xx.x is data volume produced by each sensor node, xx.x
is data volume of each path

paths. The numerical results reveal that the number of the sink nodes is vital
in the performance evaluation, so that the trade-off between the performance
improvements and the deployment cost of the sink nodes should be taken into
account carefully.
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Abstract. Since the operations of sensors in a wireless sensor network
mainly rely on battery power, power consumption becomes an important
issue. In this paper, we will consider the problem of searching for multiple
paths between multiple source sensors and the sink such that any sensor
in a path from a source sensor to the sink does not run out of its power
during the transmission of packets. The problem has been proved to
be NP-complete. Based on the principle of genetic algorithms, in this
paper, we will design an efficient heuristic algorithm for it. Computer
simulations verify that the suboptimal solutions generated by our genetic
algorithm are very close to the optimal ones.

1 Introduction

A wireless sensor network (WSNET) is formed by a large number of tiny sensing
devices (or called sensors)[5, 6]. A sensor in a WSNET can generate as well as
forward data, which are gathered from every sensor’s vicinity and will be de-
livered to the remote base station (or called the sink). WSNETs are useful in
a broad range of environmental sensing applications such as vehicle tracking,
seismic data, and so on.

The research of WSNETs has attracted a lot of attentions recently. In partic-
ular, since WSNETs are characterized by their limited battery-supplied power,
extensive research efforts have been devoted to the design of power-aware routing
protocols [5], such as LEACH, Directed Diffusion, SPIN, and MLDA & MLDR
[6]. Most of the existing power-aware routing protocols are designed primarily
to maximize the lifetimes of WSNETs. To achieve the goal, the key mechanism
adopted by them is either to evenly distribute packet-relaying loads to each
sensor to prevent the battery power of any sensor from being overused or to
minimize the total power consumption of the entire WSNET. Little attention is
paid to the issues related to the power-based QoS requirement of a route, i.e., to
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provide guaranteed battery power for the transmission of packets along a path
from a source sensor to the sink such that any sensor in the path does not run
out of its power during the transmission of packets. Only recently, a power-based
QoS routing algorithm is proposed for the unicast routing problem in a mobile
ad hoc network [7].

In WSNETs, the basic operation is the periodic gathering and transmission
of sensed data to the sink for further processing. To be more specific, during
a period of time (called a round), the sink first broadcasts a queue for its in-
terested data, then the sensors which possess the appropriate data (called the
source sensors) deliver their data to the sink. Obviously, it is possible that a
lot of source sensors want to communicate with the sink simultaneously. In this
paper, we will consider the problem that given multiple source sensors and the
sink in a WSNET, find a path between each source sensor and the sink satisfy-
ing the power requirements, namely, guaranteeing that the transmission of data
packets during a round can be supported by the residual power capacity of each
sensor along the path. The problem has been named as the power-based QoS
many-to-one routing (PQMOR) problem. The PQMOR problem is first defined
and discussed in [4] and has been proved to be NP-complete [4]. Therefore, for
the time being, the best way to deal with the PQMOR problem is to develop a
heuristic algorithm and evaluate its performance through computer simulations.

It has been justified that the genetic algorithms (GAs) are a promising ap-
proach to handle the NP-complete problems in communication networks, such
as the multicast routing problem [3]. Recently, many researchers have attempted
to adopt GAs to solve various problems existing in wireless networks [1]. As a
result, it is worthy to develop efficient GA to yield the better solutions for the
PQMOR problem. In this paper, we will use the principle of GAs to design
an efficient heuristic algorithm for the PQMOR problem. Computer simulations
verify that our GA performs well and its solutions are very close to the optimal
ones.

The rest of the paper is organized as follows. In Section 2, the formal def-
inition of the PQMOR problem is given. In Section 3, an efficient GA for the
PQMOR problem is proposed. In Section 4, the performance of our GA is eval-
uated through computer simulations and compared to the optimal solutions.
Lastly, Section 5 concludes the whole research.

2 The Definition and Complexity of the PQMOR
Problem

2.1 Traffic Model and Data Aggregation

In the following, we will define a round as a period of time in which the sink first
broadcasts a queue for its interested data, then the source sensors, which own
the related data, deliver their data packets to the sink. We assume that during
a round, each source sensor vsi generates γ(vsi) data packets to be transmitted
to the sink.
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Data aggregation has been recognized as a useful routing paradigm in WS-
NETs. The main idea is to combine data packets from different sensors to elim-
inate redundant messages and to reduce the number of transmissions such that
the total power of network is saved. One of the simplistic data aggregations is
that an intermediate sensor always aggregates multiple incoming packets into
a single outgoing packet. However, as discussed in [6], data aggregation is not
applicable in all sensing environments. In the following, for simplicity, we will
deal with our PQMOR problem without data aggregation.

2.2 Problem Formulation

In the following, we assume that the WSNET’s topology would not change, i.e.
no sensor gets move, that each sensor is able to estimate its current residual
power capacity, and that only the transmitting power is considered(i.e., the re-
ception power is ignored). We represent a WSNET by a weighted graph G = (V,
E), where V denotes the set of sensors and the sink, and E denotes the set of
communication links connecting the sensors and/or the sink. For V , we define
a residual power capacity function α : V → R+. For source sensor set Vs, we
define a packet number function γ : Vs → R+. For E , we define a transmission
power consumption function β : E → R+. The value α(vi) represents the current
residual power capacity of sensor vi. The value γ(vsi) represents the number of
packets in vsi to be transmitted to the sink. The value β(i, j) associated with
link (i, j) ∈ E represents the transmission power that one packet will consume
on that link.

Based on these notations and definitions, we can now formally describe the
PQMOR problem in our paper: given a weighted graph G=(V,E) , k source
sensors vsi , the sink vsink , α , γ , β, find a set R of k feasible paths ri connect-
ing each source sensor vsi to the sink vsink such that for each sensor vi ∈ V ,
α(vi) ≥

∑
(i,j)∈E

β(i, j) × μ(i, j) , where μ(i, j) = the number of packets passing

link (i, j). In other words, a set of feasible paths must guarantee that the trans-
mission of packets along each path ri from its source sensor vsi to the sink vsink

does not run out of power of any sensor in ri until the completion of the round.
As an illustration of the above definitions and notations, let us consider the

example shown in Fig. 1. In Fig. 1, let vs1 , vs2 , and vs3 be the source sensors
and vsink be the sink, respectively. The number within a sensor represents the
current residual power capacity of the sensor, the number next to a node repre-
sents the number of packets to be transmitted to the sink, and the number next
to a link represents the transmission power consumption of the link. It is not
difficult to observe that there is no feasible solution in Fig. 1 for the 3 paths to
be established. In fact, at most two feasible paths can be discovered (as shown
by the two bold-faced lines which connect vs1 to vsink and connect vs2 to vsink).
On the other hand, if the current residual power capacity of node v4 is increased
from 10 to 15, then there exists a set of 3 feasible paths for the current PQMOR
problem (the new path connecting vs3 to vsink is shown by the dotted line).
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Fig. 1. An example to illustrate the PQMOR problem

3 An Efficient GA for the PQMOR Problem

The PQMOR problem has been shown to be NP-complete (reduced from the
known NP-complete problem: the partition problem)[4]. When a problem is
proved to be NP-complete, the follow-up quest will be to search for various
heuristic algorithms and evaluate them by computer simulations. In this sec-
tion, we will use the principle of GAs to design an efficient heuristic algorithm
for the PQMOR problem.

3.1 Representation of Chromosomes

Given an instance of the PQMOR problem, where the given graph is G = (V,E),
nv = |V |, and the k pairs of source sensors and the sink = { (vs1 , vsink),
(vs2 , vsink),..., (vsk

, vsink) } , without loss of generality, the nodes in G is num-
bered from v1 to vnv , vnv denotes the sink, and the k pairs of source sensors and
sink are numbered as (vi, vnv) , 1 ≤ i ≤ k .

A possible solution (i.e., a subgraph consisting of a set of possible paths) is
represented by a chromosome c, which is a string of genes with length nv. A gene
is a bit and the ith gene gi is corresponding to node vi in the given graph G.
Gene gi being 1 (0) means its corresponding vertex vi being (being not) included
in the constructed subgraph. Because any possible subgraph must include all the
source sensors and the sink, the first k genes and the last gene should always be
set to 1. Therefore, at some places in our GA, we will be only concerned with the
genes between the (k+1)th and the (nv − 1)th in a chromosome. The subgraph
induced by a chromosome c is the graph Gc only consisting of the node set Vc

whose corresponding genes are set to 1, and the edges Ec whose both endpoints
belong to Vc.
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For a certain pair of source sensor and the sink in the subgraph induced
by a chromosome, there may exist zero or more than one path between them.
Therefore, we need a method to decode a chromosome into a set of feasible paths.
Our decoding method is to establish a shortest path Pi between each source
sensor vsi and the sink vsink from the subgraph Gc by Dijkstra’s algorithm [2].

3.2 Fitness Function

Obviously, under such a representation, the subgraph Gc induced by a chromo-
some c, which is generated at random and may experience the crossover and
mutation operations, may include no or few feasible paths between the given
source sensors and the sink. As a result, to measure the quality of a chromo-
some, we need to define a fitness function such that when a subgraph has more
feasible paths, the corresponding chromosome will be assigned a higher fitness
value. In our GA, the fitness value of a chromosome is related to be the number
of feasible paths between the given source sensors and the sink in the subgraph
induced by the chromosome. Given a chromosome ci, the fitness function of
ci is computed by the algorithm DAHA (Dijkstra’s algorithm based Heuristic
Algorithm) shown in Fig. 2.

3.3 The Detailed Procedure of Our GA

In the following, we will explain each step in our GA
Step 1. Initialization of chromosomes: Step 1 generates np different chro-
mosomes at random, which form the first generation of chromosomes. Note that
only the genes between the (k+1)th and the (nv -1)th in a chromosome are ran-
domly set to ”0” or ”1”.
Step 2. Evaluation of chromosomes: At step 2, we compute the fitness value
of each chromosome using the DAHA.
Step 3. Termination criteria: We adopt the common terminal rule, the max-
imum generation number, to terminate the evolution of our GA.
Step 4. Duplication: At this step, we make one copy S

′
n of the current gener-

ation of chromosomes. This copy will be used at step 8.
Step 5. Selection: Our selection is implemented by using a roulette wheel se-
lection scheme, where the probability of any chromosome ci to be selected from
the population is defined as f(ci)

np∑
j=1

f(ci)

, where f(ci) is the fitness function.

Step 6. Performing crossover operation on the selected chromosomes:
For each chromosome, a random number between 0 and 1 is generated. If the
random number is less than the given crossover rate rc, the chromosome will
be marked to indicate that crossover will be executed with it.Our GA adopts
one-cut-point crossover [3] in which two selected chromosomes exchange their
genes according to the cut point.
Step 7. Performing mutation operation on the selected genes: A ran-
dom number between 0 and 1 is generated for each gene. If the random number



280 Pi-Rong Sheu et al.

Fig. 2. DAHA: an algorithm to computer the fitness value of chromosome ci

is less than the given mutation rate rm, then the corresponding gene will do a
mutation, i.e., the value of the gene will be inversed.
Step 8. Reproduction: Our reproduction operation will generate the next
generation of chromosomes by picking up the top 50% chromosomes with higher
fitness from the current generation S

′
n of chromosomes and the set S”

n of chromo-
somes, which is obtained from S

′
n through the selection, crossover, and mutation

operations.

4 Computer Simulations

In this section, by means of computer simulations, we will examine the efficiency
of our GA and compare the suboptimal solutions generated by our GA with
those obtained by the DAHA and the optimal solutions.

Our simulation environments are set as follows: the WSNET consists of n
sensors located in a 100 × 100m2 area randomly. The number of links is set to
m × n. The power capacity of a sensor is set to q × pmax, where pmax denotes
the maximum value among the transmission power consumptions of all the links
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connected to the sensor. The number of packets generated by a source sensor is
between 1 and 10. The transmission power consumption of a link is assigned to
a value between 10 and 40 randomly. The number of source sensors is set to k .

4.1 Determining the Proper Values for Different Parameters in Our
GA

Like any other GAs, in order to yield the best performance, the four main pa-
rameters in our GA: the size np of population, the crossover rate rc, the mu-
tation rate rm, and the maximum number of generations MAXng, must be
properly selected. In our simulation environments to determine these parame-
ters, n = 50,m = 10, q = 5 and k = 30. According to the simulation results [4],
it can be found that the more proper values for theses parameters are as follows:
np = 70, rc = 0.5, rm = 0.5, and MAXng = 50.

4.2 Simulation Results

In this subsection, we will compare our GA with the DAHA and the optimal
solution in two different simulation environments. As the PQMOR problem is
NP-complete, its optimal solution is hard to find. Therefore, we will use the
upper bound instead of the optimal solution. Note that the upper bound indeed
is the desired number k of feasible paths.

In our first simulation, where n = 60,m = 10, and k = 20, we will observe
how the power capacity of a sensor impacts on the average number of feasible
paths discovered by our GA. Fig. 3 shows the simulation results. From Fig. 3(a),
it can be found that the average number of feasible paths discovered by our GA
is approaching to the upper bound k after the power capacity of sensor achieves
6× Pmax.

In our second simulation, where n = 60, q = 5, and k = 20, we will observe
how the total number of links impacts on the performance of our GA. From Fig.
4(a), we can see that the average number of feasible paths discovered by our GA
is approaching to the upper bound k after the total number of links achieves
11× n.

From Fig. 3(a) and Fig. 4(a), it can been observed that our GA outperforms
the DAHA. From Fig. 3(b) and Fig. 4(b), we find that although the execution
time of our GA is larger than that of the DAHA, it is within an acceptable
region. In summary, these simulation results indicate that our GA is an efficient
heuristic algorithm for the PQMOR problem.

5 Conclusions

Based on the principle of GAs, in this paper, we have designed an efficient
heuristic algorithm for the PQMOR problem, which has been proved to be NP-
complete. Computer simulations verify that the suboptimal solutions obtained
by our GA are better than those obtained by the DAHA and very close to the
optimal ones.
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Fig. 3. The influence of power capacity of a sensor on our GA’s performance

Fig. 4. The influence of total number of links on our GA’s performance
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Abstract. This paper proposes E2-MAC, a contention-based energy-
efficient Medium Access Control (MAC) Protocol for wireless sensor
networks. Energy efficiency is primary goal in wireless sensor networks.
Existing MAC protocols for sensor networks attempt to solve energy
consumption problem caused by idle listening using an active/sleep duty
cycle. Since there are various traffic conditions, however, they may not al-
ways provide improvements in energy consumption. We propose a MAC
protocol algorithm that stores data in a buffer and transmits data when
the buffer exceeds a threshold value so that energy efficiency is always
guaranteed for any network traffic conditions. Analytical results show
that our proposed algorithm has significant improvements in energy con-
sumption compared to the existing MAC protocols for sensor networks.

1 Introduction

In general, the main design goal of typical MAC protocols is to provide high
throughput and QoS (Quality of Service). On the other hand, the primary de-
sign goal of wireless sensor MAC protocol is to minimize power consumption of
sensor nodes to maximize the lifespan of the network. Other important design
considerations include such factors as scalability and self-organization capability
[4][5].

Energy is not efficiently consumed in the MAC layer of wireless sensor net-
work for the following reasons. Firstly, from idle listening where a node must keep
its radio on at all times since it does not know when it will receive messages from
its neighbors. Secondly, from collisions where interferences occur between nodes
when they transmit packets at the same time. Packets are corrupted as a result.
Thirdly, from control packet overhead where the control packets are transmit-
ted and received between nodes but they do not contain application data. These
packets are considered as over-head. Finally, from overhearing where a node may
receive packets that are not destined for it since the wireless link is a shared
medium. It could then as well have turned off its radio. Among these reasons,

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 283–292, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



284 Jae-Hyun Kim et al.

idle listening most adversely affect the energy efficiency. Simulation results from
Stemm and Katz [2] and Digital Wireless LAN Module (IEEE802.11) specifica-
tion [3] show that the energy consumption ratio between idle-mode, receive-mode
and send-mode is 1:1.05:1.4 and 1:2:2.5, respectively. In recent researches, duty
cycle is used in sensor nodes to reduce unnecessary power consumption caused
by idle listening.

IEEE 802.11 MAC protocol uses contention-based CSMA and has power-
saving characteristics. However, all nodes need to be located in the same network
and thus communication is limited to one hop. Thus, it is not adequate for sensor
network which requires multi-hop communications [1]. One other protocol uses
separate wake-up signal and communication signal. The wake-up signal is only
used for waking up nodes and thus no additional data processing is necessary.
Although, the protocol is highly energy efficient, additional devices need to be
implemented on nodes and a separate frequency need to be allocated for the
signal [6].

So far S-MAC (Sensor-Medium Access Control) [4] and T-MAC (Timeout-
Medium Access Control) [5] protocols is proposed to improve energy efficiency
in wireless sensor network. S-MAC is a contention-based MAC protocol that
uses a single frequency. Time is divided into frames that are consist of active
and sleep periods. During the sleep period, radio is turned off and data is not
transmitted. They are stored instead. During the active period, the stored data is
communicated with neighboring node. However, S-MAC uses fixed duty cycles.
This causes energy waste if there is too little data to send and not all packets
are transmitted if there is too much data to send. To improve energy efficiency,
T-MAC uses a timer to switch to sleep mode after a certain period of time when
it detects that there is no data to send or receive.

2 E2-MAC Protocol

In this paper, we propose E2-MAC (Energy Efficiency-MAC) protocol that spec-
ifies a threshold value to buffers in sensor nodes. Data is transferred if the buffer
value exceeds the specified threshold value. Otherwise, the timer is set to a
smaller value then in T-MAC. Since the protocol switches to sleep mode when
the node does not transmit RTS (Request-to-Send) control packet or data during
the timer, it improves energy efficiency compared with existing MAC protocols.
Moreover, where as the efficiency of existing protocols degrades in some network
traffic conditions, proposed protocol uses threshold value and optimizes energy
efficiency in various traffic conditions.

Fig. 1 shows the operation algorithm of the E2-MAC protocol. ql is the ac-
cumulated data in each frame, qt is the total buffer size of the sensor node, α is
the threshold weight where 0< α ≤0.5, and qth is the buffer threshold value and
expressed as below.

qth = α× qt (1)
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Fig. 1. Proposal system using a threshold of buffer

2.1 Operation of E2-MAC Protocol and Determining Time Out

In E2-MAC protocol, sensor nodes check the value of the accumulate data in
their buffers and transfer data only if the condition ql ≥ qth is met.

In E2-MAC protocol, B-RTS (Booking RTS) is used to reserve multi-hop data
transfer within the same frame. This significantly improves the data transmission
delay along with the energy efficiency.

To reduce unnecessary idle listening time after data transmission, T-MAC
uses a timer defined in (2) to switch to sleep mode and conserve energy when
there is no data to be received.

To > C +R+ T (2)

C is the contention interval, R is the RTS packet length and T is the very
short time interval between RTS and CTS (Clear-to-Send) that is identical to
SIFS (Short Inter Frame Space) in 802.11 MAC. The time it takes for E2-MAC
to detect RTS packet from neighboring nodes is determined as in (3).

TE > R+ (n− 1)C (n > 2) (3)

R is the RTS packet length, C is the CTS packet length, n is the number
of hops. For multi-hop data transmission, TE = R+ (n− 1)C is applied and in
case of 1st and 2nd hop, TE = R is applied.

In E2-MAC, Timer operates after contention period. Since shorter than timer
of T-MAC protocol, therefore, E2-MAC can reduce a waste of energy according
to idle listening.

3 Performance Analysis

We have analyzed mathematically and show results for energy efficiency and
transmission delay which are key factors in designing sensor network protocols.

3.1 Active Time

In wireless sensor network, energy is consumed during the active period. So, we
com-pare active time between S-MAC, T-MAC and E2-MAC protocol to com-
pare energy efficiency of these protocols. Equal number of frames is transmitted
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Fig. 2. Proposal algorithm

Fig. 3. Modified control packet and timer

Table 1. Parameter for Analysis

Parameter Description

Tt Total radio ON period in active mode
tp Contention period time
tc Time of control packet transmitting and receiving
tr Data packet receiving time
tT Data transmission time
tR Acknowledgement packet transmitting and receiving time
TA Active time of each time
To Timeout interval in T-MAC
TE Timeout interval in E2-MAC
Es Energy consumption for packet transmission
Er Energy consumption for packet reception
Ed Energy consumption for idle listening
p Probability in T-MAC : no data in active time
q Probability in T-MAC : exist data in active time
ρ Probability in E2-MAC : 0 ≤ ql < qth and no RTS received
τ Probability in E2-MAC : ql ≥ qth
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and represents the number of frames transmitted. First, the total active time in
S-MAC protocol is

Ttotal =
∑

i

TAi =
∑

i

(Toffi − Toni) (4)

T-MAC protocol is classified into two states. The probability that there is
no data to be transmitted is p

TAp = p× To (5)

and the probability that there is data to be transmitted is q

TAq = q × (Tl − Ton) + To (6)

The total active time in T-MAC protocol is therefore (where, p + q = 1)

Ttotal =
∑

i

(TApi
+ TAqi

) = p
∑

i

Toi + q
∑

i

[(Tli − Toni) + Toi ] (7)

E2-MAC protocol is classified into three states. If 0 ≤ ql < qth and the
probability that RTS packet is not received is ρ, then

TAρ = ρ× TE (8)

If the probability that ql ≥ qth is τ , then

TAτ = τ × [(Tl − Ton) + TE ] (9)

If RTS packet is received and data are received, Also, the probability that data
are transmitted to a neighbor node or not is 1− ρ− τ , then

TA(1−ρ−τ) = (1 − ρ− τ) × [(Tl − Ton) + TE] (10)

The total active time in E2-MAC protocol is

Ttotal = ρ
∑

i

TE + τ
∑

i

[(Tli − Toni) + TEi]

+ (1− ρ− τ)
∑

i

[(Tli − Toni) + TEi ] (11)

Fig. 4(a) shows the accumulated active times of each protocol when equal
numbers of frames are transmitted. The longest active time is required in S-MAC
protocol to transfer since the active time is set to a fixed value by the duty cycle.
E2-MAC protocol can complete transfer in a smaller active time, about 17% less
than in T-MAC.
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(a) Active time (b) # of Control packet overhead

Fig. 4. Avtive time and Number of CPO in S-MAC, T-MAC, E2-MAC

3.2 Data Transmission Delay in 1-Frame

In this section, we analyze data transmission delay of each protocol. For S-MAC,
the maximum number of hops that can be transmitted in one frame is [4]. The
number of hops which can be transmitted is determined the following equation.

[N ] =
activetime

[contention period+ n(tRTS + tCTS + tData + tACK)]
(12)

(where, n is the data transmission count between nodes.)
Therefore, the data transmission delay is

tDT = tD1 +
n∑

i=2

tDi = tp + 2tc + tT + tR

+ [(n− 1)(2tc + tT + tR)] = tp + 2ntc + n(tT + tR) (13)

In T-MAC protocol, the maximum number of hops that can be transmitted
in one frame is three [5]. Therefore, the data transmission delay is

tDT =
n∑

ijk

[(
n− 1

3
Tsleep + tpi + 3tci + tTi + tRi + TOi) + (

n− 2
3

Tsleep

+ 2tcj + tTj + tRj + TOj ) + (
n− 3

3
Tsleep + 3tck

+ tTk
+ tRk

+ TOk
)] (14)

(where, i=1,4,7,10,· · ·j=2,5,8,11,· · · k=3,6,9,12,· · ·)
Since, E2-MAC protocol, as illustrated in Fig. 3, uses modified control packet,

it can transmit n-hops in one frame duration. Therefore, the data transmission
delay is
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tDE2 = tD1 +
n∑

i=2

tDi = tp + (n+ 2)tc + n(tT + tR) + (
n2 − n+ 2

2
)TE (15)

3.3 Control Packet Overhead

In terms of a waste of energy, control packet overhead is one of main factors in
wire-less sensor networks. The E2-MAC protocol supports advanced algorithm
and modified control packets to minimize unnecessary traffic. Since minimizing
unnecessary control packets, the proposed scheme can reduce a waste of energy
and data transmission delay compared to the existing protocols.

In S-MAC, the maximum number of hops that can be transmitted in active
period of one frame is n.

That is, the maximum number of hops that can be transmitted is in propor-
tion to the sized of transmitting data. From eq.(13), two control packets occur in
order to transmit data at each hop. Therefore, CPO (Control Packet Overhead)
for n-hops transmission are

CPO =
n∑

i=1

2i = n(n+ 1) (16)

In T-MAC, the maximum number of hops that can be transmitted in one
frame is three. For T-MAC, control packets differently occur according to the
number of hops transmitted for each frame. Control packets for n-hops trans-
mission are

CPO =
n∑

ijk

3tci + 2tcj + 3tck
(17)

(where, i=1,4,7,10,· · ·j=2,5,8,11,· · · k=3,6,9,12,· · ·)
In E2-MAC, multi-hop communication is reserved by using Booking-RTS and

except for first hop, only one control packet is used for all other hops. Therefore,
control packet overhead can be reduced in E2-MAC. Control packets for n-hops
transmission are

CPO =
n∑

i=1

(i+ 2) =
n2 + 5n

2
(18)

Fig. 4(b). shows control packet overhead occurred according to the number of
hops for one frame. In Fig. 4(b), average control packet is T-MAC > S-MAC
> E2-MAC. We can see that reduction of control packet results in decrease
of energy consumption, so that the proposed E2-MAC protocol has the most
significant benefit with energy-efficiency.
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3.4 Energy Consumption

To analyze energy consumption we have referred to EYES nodes [5] for data
transmission and reception. In S-MAC protocol, data can be transmitted until
n-hops for fixed active period. The energy consumption for nth-hop transmission
is

ES = tpEd + n[tc(Es +Er) + tTEs + tREr] +Ed[TAp − n(2tc + tT + tR)] (19)

The Energy consumption for n-hops is

ES(n) = tpEd +
n∑

i=1

i[tci(Es + Er) + tTiEs + tRiEr]

+ Ed[TA − i(2tc + tT + tR)] = tpEd +
n(n+ 1)

2
[tc(Es + Er) + tTEs + tRiEr ]

+ Ed[TA − n(n+ 1)
2

(2tc + tT + tR)] (20)

In T-MAC protocol, data can be transmitted until 3-hops for fixed active
period. Energy consumption for n-hops transmission is

ET (n) =
n∑

ijk

[[tpiEd + 3tci(Es + Er) + tTiEs + tRiEr + (
i+ 2

3
)ToiEd]

+ [tpiEd + 2tcj(Es + Er) + tTjEs + tRjEr + (
j + 1

3
)TojEd]

+ [tpiEd + 2tck
(Es + Er) + tTk

Es + tRk
Er + (

k

3
)Tok

Ed]] (21)

(where, i=1,4,7,10,· · ·j=2,5,8,11,· · · k=3,6,9,12,· · ·)
In E2-MAC protocol, data can be transmitted until n-hops for fixed active

period. In case of 1-hop transmission at each frame, since the data is transmitted
only when the buffer is equal or greater than the threshold value, three cases
of probability exist. If and the probability that the node does not receive RTS
packet from neighboring nodes is ρ , then

Eρ = ρ(tρEd + TEEd) (22)

If the probability that ql ≥ qth is τ is, then the energy consumption is

Eτ = τ [tpEd + tc(Es + Er) + tTEs + tREr + TEEd] (23)
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And if 0 ≤ ql < qth, the probability of the rest case is 1− ρ− τ , then

Eσ = (1− ρ− τ)[tpEd + tc(Es + Er) + trEs + tREr + TEEd] (24)

Therefore, energy consumed for 1-hop transmission in E2-MAC protocol is

EE2 = (tp + TE)Ed + [(1− ρ)(Es + Er)(tc + tR)]
+ (1− ρ− τ)(trEr + tREs) + τ(tTEs + tREr) (25)

The energy consumed for n-hops transmission in E2-MAC protocol is

EE2(n) =
n∑

i=1

(Eρi + Eσi + Eτi) = tpEd + (
n2 − n+ 2

2
)TEEd + n[(1− ρ)

(Es + Er)(tc + tR)] + n(1 − ρ− τ)(trEr + tREs) + nτ(tTEs + tREr) (26)

Fig. 5(a),(b) shows energy consumption in various traffic conditions. E2-MAC
protocol yields best efficiency in any traffic volume. Furthermore, Fig. 5(c),(d)
shows that the life-span of the sensor nodes in E2-MAC protocol is the longest
among the protocols.

4 Conclusion and Future Work

In this paper, we have proposed an algorithm that uses threshold value in buffers
of sensor nodes to improve energy efficiency in sensor networks which is the
key factor in designing MAC protocols for sensor networks. Analytical results
show that the proposed E2-MAC protocol significantly improves energy efficiency
compared with existing MAC protocols. Also, data transmission delay is reduced
by using enhanced control packet and timer. We are currently in the process of
various simulations with NS-2 for analyzing other results among S-MAC, T-MAC
and our scheme. We are confident that those results will prove the proposed E2-
MAC is practical and very efficient for wireless sensor networks. More research on
the optimal threshold value in E2-MAC is needed. In the future, we are planning
to apply the proposed algorithm onto practical environment as integrating our
algorithm and simple sensor nodes.
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(a) low traffic (b) high traffic
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Fig. 5. Energy consumption(Top) and Lifespan(Bottom) in various traffic con-
dition
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Abstract. We considered a network that consists of massively deployed
tiny energy constrained sensors with one sink node to communicate with
the outer world. The key challenge in design of wireless sensor networks
is maximizing its lifetime. We explored this challenge and proposed our
algorithm to increase a network lifetime. A node lifetime and numerical
analysis show the comparison of the proposed algorithm with existing al-
gorithm to increase a network lifetime. The proposed algorithm increases
a critical node lifetime by 38% and hence a network lifetime.

1 Introduction

The rapid development in small, low-power, low-cost microelectronic and micro-
electromechanical (MEMs) sensor technology along with the advances in wireless
technology have enabled wireless sensor networks to be deployed in large quanti-
ties to form wireless sensor networks for a wide uses. There are multiple scenarios
in which such networks find uses, such as environmental monitoring/controlling
and interactive toys, etc.
In [1] authors describe about characteristics and challenges of WSN. Due to
energy constrain, energy efficiency is a critical consideration for designing the
sensor networks and its routing protocols. In [2] authors describe upper bound
on the lifetime of sensor networks, while in [3] the lifetime of a cluster based
sensor that provides periodic data is studied. In a large sensor network all the
nodes send their data to sink node for the further processing as shown in figure
1, due to this fact the nodes near to sink node consumed their energy more
rapidly compared to other sensor nodes. In [4] authors describe the problem of
developing an energy efficient operation of a randomly deployed multi-hop sensor
network by extending the lifetime of the critical nodes and as a result the overall
network’s operation lifetime, were considered and analyzed but they didn’t pro-
pose any solution for the same. In this paper we are extending our work further
from [4] and proposing algorithm to increase the critical node lifetime and hence
a network lifetime. In [5, 6, 7, 8] authors suggested power aware multiple paths
algorithms to distribute the relay load equally among all the nodes.
In single path algorithm there is only one path available from source to sink
and normally it is a minimum hop path. Due to single path there is always very

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 293–302, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Sink

Critical node

Normal node

Hop-1 Hop-2 Hop-3

Sink

Critical node

Normal node

Fig. 1. Sensor networks

heavy traffic on the route and also its lifetime is short but we can overcome
these disadvantages by implementing the proposed algorithm which distributes
the load among the nodes. In multiple paths every node is connected to the num-
ber of paths and it is not practical to make them work in just one mode, such as
sense or relay mode. Further we evaluated the efficiency of each algorithm from
mathematical and numerical analysis.
Based on our study, all proposed solutions for the senor networks lifetime are
categorized as follows [2, 3, 5, 6, 7, 8, 9, 11, 12, 15].

1. Using an energy efficient and multiple path routing algorithm.
2. Using higher battery capacity relay node or cluster based method.
3. Using the different working modes for a node.

This paper is organized as follows. In section 2, we introduced our sensor net-
works model. Section 3 described our proposed algorithm. In section 4 we de-
scribed a node lifetime analysis, followed by numerical analysis in section 5.
Finally conclusion and future work are in section 6.

2 Sensor Network Model

All nodes in a sensor network are static, same in size, battery capacity, etc. Every
node has a static ID (Not IP) and does the relying and sensing. A node in hop
2 will always find the critical path in hop 1. A network consists of randomly but
uniformly deployed nodes. We make our further assumption from [4] as follows.

1. Eo = The energy of a node.
2. Es = The energy needed to sense one bit. It depends on the power dissipation

of the internal circuitry. It is denoted by εsi. Where i represents ith node
(si).

3. Eb,rx =The energy needed to receive a bit. It is denoted by εrxi.
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Sink

Source node

Sink

Source node

(a) When sink is away from source

Sink

Source node

Sink

Source node

(b) When sink is near to source

Fig. 2. Sink node at different positions

4. Eb,tx = The energy required to transmit a bit. It is given by the Eb,tx =
εtx + εrf(d/d0)n , where εrf is the energy consumed to transmit a bit to the
reference distance d0 and n is the path loss index.

5. Eb,process = The energy consumed per bit for data processing, such as ag-
gregation and special functions required to relay data. Let us denote by γ
the data aggregation ratio. The energy per bit for aggregation is a function
of γ that is given by Eb,process = εp + εaf(γ) , where f(γ) = 0 if γ = 1.

6. λorg,i = The number of packets generated per unit time by si. It is indicated
by λsi .

7. λre,i = The number of packets relayed per unit time by si. It is indicated by
λri.

8. L = Length of a data packet.

Figure 1 shows a sensor network model’s first quadrant, here we considered only
one collector node which is placed at the center of a network. Now based on the
above definitions and assumptions, the power dissipation of node si is given by

Pi = εsiλsiL+ εrxiλriL+ [λsi + λri]εpL+ [λsi + λri]γεtxL . (1)

For simplicity we considered γ = 1 and d = d0. Still we can simplify above
terms by assuming that εs = εp = ε/2 and εrx = εtx = ε [4]. From all above
assumption we can rewrite (1) in the following way

Pi = [2ε+ εrf ]λsiL+ [2.5ε+ εrf ]λriL . (2)

And let E(ti) be ith node life time that we have

E(ti) = E0/Pi . (3)

From (2) we can observe that power consumed by a node is divided into two
terms. First term is used only for sensing and transmitting its own data and sec-
ond term used for the relaying purpose. Figure 2 (a) shows the above condition.
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Sensor node: Sense Mode

Sensor node: Relay Mode

Sink Sensor node

Sensor node: Sense Mode

Sensor node: Relay Mode

Sink Sensor node

(a) A sensor node working in two modes

Mode changing advertisement

Relay Signal

Mode changing advertisement

Relay Signal

(b) A sensor node change its state

Fig. 3. A node’s transition

From (2) we can conclude that 65% of its energy gets used only for the relaying
data that is actually waste for a node [12]. If we can cut or make the second
term as low as possible, we can increase the node lifetime.
We can make second term equal to zero only if a node doesn’t need to relay any
external data packet. This can be possible only in one case when a sink node is
in range of all sensors as shown in figure 2 (b). Here we proposed the algorithm
which helps nodes to create an energy efficient routing backbone based on energy
consumption metric.

3 The Proposed Energy-Efficient Algorithm

Here we considered a large area network for a monitoring application which
contains the number of sensor nodes with one sink. All nodes have to transfer
their data to sink that means a common destination address for all the nodes.
As we mentioned above to maximize networks lifetime, load distribution of a
relay packet is very important. In [6,7,8,11] authors follow multiple route paths
algorithm. The basic idea of the proposed algorithm and detailed procedure can
easily be understood from the following steps.

1. All nodes are working under two mode, relay and sense and keep changing
their modes as per the algorithm’s set condition. Figure 3 gives clear idea
about these two modes and their transition.

2. At first, sink node will broadcast an advertisement for hop count information
and after some delay all nodes will know its hop position.

3. After the hop information, sink node will run 3 color’s algorithm [14] to
choose random nodes which are one hop apart from each other for carrying
relay loads.

4. Let us denote all randomly chosen nodes as Cluster Node (CN). All CN
nodes advertise about their status and thus inform its cluster members to
send all their data.



The Energy-Efficient Algorithm for a Sensor Network 297

5. All CN nodes will establish connection with just one node which is only one
hop apart and has lower hop count than CN and it will be also consider as
CN.

6. Whenever any sensor node wants to send data, it will send to its reachable
CN and from CN to lower hop CN and thus to sink.

7. All CN will operate in relay mode and the rest of the nodes are in sense
mode.

8. CN will operate in relay mode until the remaining energy reach to its set
energy threshold. Then it will broadcast an advertisement for a mode change.
This advertisement contents its ID, upper and lower hop CN ID and its
energy level.

9. CN will wait for some random delay. During this delay time some response
will come from the near by node and CN will change its mode from relay to
sense furthermore it will choose new CN for the relay.

10. Now old CN will work in sense mode till predetermined energy threshold.
If any advertisement comes for relay and if that advertisement satisfied all
decision condition then it will again enter into the relay mode otherwise
remain in a same mode.

3.1 Proposed Algorithm Pseudo Code

Here we specified the algorithm in pseudo code for a single path energy-efficient
scheme.

Begin
If (mode==sense) sense_mode ();
else relay_mode ();

End
sense_mode ();

Begin
If (senser_pkt_int==arrived)

++ sense;
energy;
create_data_tx ();

Begin
If (energy>adv_energy)
change_mode ();
else cont_sense_mode ();

End
End

relay_mode ();
Begin

If (relay_pkt_int==arrived)
++ relay;
energy;
next_hop_tx ();
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Begin
If (enrgy<limit)
energy_adv_tx ();
else cont_relay_mode ();

End
End

where,

1. create data tx() = Procedure for creating data frame and transmitting to
near by CN.

2. change mode() = Procedure for changing the operation mode.
3. cont sensing mode() = Procedure for continuing the operation in sensing

mode.
4. next hop tx() = Procedure for transmitting packet to next hop.
5. energy adv tx() = Procedure for transmitting an advertisement for changing

the mode and change the mode on receiving acknowledgement.

4 A Node Lifetime Analysis

As we proposed in the algorithm all nodes will work in two modes and their
energy consumption will change according to their operating mode. Energy con-
sumed in relay mode is given by

Pri = [2.5ε+ εrf ]λriL . (4)

Energy consumed in sense mode is given by

Psi = [2ε+ εrf ]λsiL , (5)

but in our proposed algorithm sensor node also need to transmit and receive
some overhead signals. We added 0.5ε in the above term. So modified equation
is as follows.

Psi = [2.5ε+ εrf ]λsiL . (6)

In multiple paths a node has to consider some overhead energy consumption and
is given by

Pi = [λsi + λri][2.5ε+ εrf ]L . (7)

In the proposed algorithm nodes change its state according to energy threshold
set, so to find life time of a node we need to find average power consumption at
node during all modes and it is given by

Pi =
n/2∑

i

⎧⎨⎩
Ht∑

Hi+1

λrhti(2.5ε+ εrf)L + (2.5ε+ εrf )λsiL

⎫⎬⎭/n, (8)

where n is threshold interval.
To know networks lifetime we need to calculate average lifetime of critical node.
Here critical node means a node which connects sink with other sensor nodes.
To calculate average lifetime of a node we need to calculate maximum traffic
rate arriving at critical node in multiple paths as well as single path case.
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4.1 Multiple Paths Analysis

Maximum traffic that can arrive at critical node is given by

Relay packets + Owngenerated packets =

[
np∑
i

λrif(e) +
ncp∑

i

λri + λsi

]
. (9)

Where, np is the number of path connected to critical node and ncp means the
number of critical paths connected to critical node. If we consider that multiple
paths algorithm is energy aware, np is depends on a function of energy and its
value varies from 1 to 0. Here critical path means, a path don’t have any other
routing path except one connected to critical node. Now from (1), (7) and (9),
power consumed at multiple paths node is given by

Pi =

[ np∑
i

λrif(e) +
ncp∑

i

λri + λsi

]
× [2.5ε+ εrf ]L , (10)

from (4) and (10) node lifetime is given by

E(ti) = E0/

{ np∑
i

λrif(e) +
ncp∑

i

λri + λsi

}
(2.5ε+ εrf )L. (11)

4.2 Single Path Analysis

Maximum traffic that can arrive at node when it is in relay mode is given by

λri =
Ht∑

Hi+1

λrhti . (12)

Where, Ht means total number of hop count and Hi is individual node hop
count. Maximum traffic at node when it is in sense mode is given by λsi. If we
set energy threshold to E0/n, average Pi is given from (8).From (4) and (8) node
lifetime is given by

E(ti) = Eon/

⎡⎣n/2∑
i

⎧⎨⎩
Ht∑

Hi+1

λrhti(2.5ε+ εrf )L+ (2.5ε+ εrf )λsiL

⎫⎬⎭
⎤⎦ , (13)

from (11) and (13) we can compare a critical node lifetime for single and multiple
path algorithms.

5 Numerical Analysis

All nodes have 6 joule battery capacity which can support 9000 packets of 32 byte
long. In sensor networks relay rate is always higher than the packet generating
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Table 1. Parameter’s Value

Parameters Assumed value

E0 6J
ε 50nJ
λs 5pkt/hr
L 32byte
εrf 2.5μJ

rate. From [4,12,15] we assumed some parameter’s values and summarized them
in table 1.
Figure 4 shows the average number of packet processed by a node in the proposed
algorithm. From figure 4 we can observe that the number of packet processed
by a critical node changes according to the operating mode. Normally packet
arrival rate is very high compared to packet generating rate. We divided the
total energy into the number of threshold level, as we proposed in the algorithm
node will change its state on every threshold level. As we can see it from figure
4, the number of packet arrival rate will also change accordingly. When a node
is in a relay mode it has to process on a larger number of packets than in sense
mode. This is the key factor of the proposed algorithm. Because of two operating
modes average arrival rate of packets is low compared to energy aware multiple
paths algorithm.
Figure 5 and 6 show some important numerical results which are based on a
node lifetime analysis and assumptions. Figure 5 shows the critical node lifetime.
From figure 5 we can observe that the proposed algorithm increases the critical
node lifetime and hence a networks lifetime. From figure 5 we can observe that
the arrival rate of packets in multiple paths algorithm is depends on a function
of energy. As the energy level decreases the number of packet process by a
node decreases but the average arrival rate of packet is higher than a single
path algorithm. This is the main difference between the two algorithms. Figure
6 shows the energy consumed by 1 packet to reach destination from source.
The proposed algorithm always creates a minimum hop path from source to

Average no. of packet arrived in relay mode.

Average no. of packet arrived in sense mode.

Average no. of packet arrived in both the  modes.

Packet 
Arrival 
Rate

Energy

Average no. of packet arrived in relay mode.

Average no. of packet arrived in sense mode.

Average no. of packet arrived in both the  modes.

Packet 
Arrival 
Rate

Energy

Fig. 4. Average number of packets process by a node
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Fig. 5. Critical node lifetime

Fig. 6. Hop path for a node

destination. But in multiple paths algorithm it is a function of energy.For real
time application the number of hop required to transmit the data from source to
destination is very important because it involves the delay factor in transmission.

6 Conclusion and Future Work

In this paper we proposed the algorithm to increase a network lifetime and we
compared it with multiple energy aware paths algorithm. The proposed algo-
rithm increases a network lifetime by fairly distributing the relay load among
the nodes with the help of two different operating modes. So our approach is
suitable for a large number of sensor network. Numerical result shows the good
improvement in a critical node lifetime. The proposed algorithm increase the
lifetime by around 38% which looks quite promising and the proposed algorithm
generate a minimum hop path which is very important result for the real time
data applications.
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In future work we want to explore the possibility of several sink nodes located
in different places and also want to consider the heterogeneous nodes in the
networks.
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Abstract. A new wireless packet scheduling scheme is proposed to sup-
port differential services to different users over the forward wireless links
whose transmission speed changes due to the ever-changing channel con-
ditions. The scheme is intended to maximize the overall system satis-
faction level using utility function. Internet applications of elastic, delay
adaptive real-time, and rate adaptive real-time types are considered. Ob-
taining the optimal control scheme is a complicated problem, requiring
detailed information on the channel statistics. Even if it were known, the
computations would be significantly hampered by the curse of dimen-
sionality. So, a heuristic method, which can run online, is proposed and
its performance is evaluated.

1 Introduction

A new wireless packet scheduling scheme is proposed to support differential
services to different users over the forward wireless links whose transmission
speed changes due to the ever-changing channel conditions.

With the need for multimedia services to be supported over the same wireless
network infrastructure, the scheduler (or resource allocator) should determine
the application that would derive the maximum benefit from a certain quantity
of resource, and then make a scheduling decision based on this information. The
idea of utility functions from micro-economics captures this notion of importance
of the quantity of resource allocated to the application very well.

There are several resource allocation and scheduling schemes maximizing
aggregate utility in the literature [1,2,3,4,5,6]. Schemes proposed in [1,2,3,4] were
investigated in wireline domain. However they cannot be directly carried over to
wireless system because of unique characteristics of the wireless channel such as
channel-condition-dependent performance.

By using adaptation technique such as controlling coding rate or spreading
factor, different wireless spectral efficiency can be attained depending on the
channel condition [7]. All the major wireless standards have included procedures

� This work was supported by the ministry of information and communications, Korea,
under the information technology research center (ITRC) support program.
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to exploit this: adaptive modulation and coding schemes are implemented in the
3G TDMA standard, and variable spreading and coding are implemented in the
3G CDMA standards. In general, a user is served with better quality and/or
at a higher bit rate when the channel condition is better. However, not many
literatures have reflected this feature in the scheduling schemes.

The schemes in [5,6] were investigated in wireless network having a charac-
teristic of channel condition dependent capacity. Proportional fairness schedul-
ing (PFS) in [5] was proposed by the QUALCOMM and is being used for the
CDMA2000 1xEV-DO service. It maximizes the average aggregate utility when
the utility function is logarithmic [1]. The authors in [6] focused on the delay
performance of schedulers. They proposed a scheme to maximize the time av-
eraged utility, where utility is a decreasing function of the delay incurred when
serving a request. In both works, however, it is assume that the utility function
is concave.

In [8], the author classified the Internet multi-media applications into four
classes (elastic, hard real-time, delay adaptive real-time, and rate adaptive real-
time) and modeled their utility functions. Among them the utility functions of
delay adaptive real-time and rate adaptive real-time types are partially convex
and the schemes proposed in [5,6] cannot be used for these types of applications.

In this paper, Internet applications of elastic, delay adaptive real-time, and
rate adaptive real-time types are considered. Obtaining the optimal solution
of the problem is a complicated problem, requiring detailed information on the
channel statistics. Even if it were known, the computations would be significantly
hampered by the curse of dimensionality. Instead, a heuristic method, which can
run online, is proposed in this work.

An extension to support multiple subscription levels, for example, for pre-
mium and light services, is also proposed. It enables to assign different subscrip-
tion levels to different users, that is, it can allocate more bandwidth to premium
users than light users.

2 Wireless Network Model

In this paper, networks having a characteristic of channel condition dependent
capacity are considered. Namely, users with better channel conditions are served
at higher data rates via adaptation technique. Specifically, networks providing
services such as high data rate (HDR) are considered. HDR is specified as the
service to provide for the high speed forward Internet access in the CDMA2000
1xEV-DO (IS-856) [5]. It uses the modulation and coding scheme adaptive to the
varying channel conditions. The proposed scheme, however, may be applied to
other networks having a characteristic of channel condition dependent capacity
with minor modifications.

A time-slotted forward-link system is considered in this paper. The slot du-
ration is fixed and the access point (AP) (or base station) can transmit data
to only one access terminal (AT) (or mobile terminal) during each time slot.
Differently from the conventional time division multiplexing (TDM) system, the
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data rate of the forward link during a time slot is not fixed. Instead, it changes
as the channel state to the corresponding AT changes.

The data rate used in a time slot is determined as follows. The AP transmits
pilot burst of the fixed transmit power level every time slot. Each AT i measures
the signal to noise ratio (SNR) of the pilot burst and determines the data rate
ri(k) to be used during time slot k. As the SNR of the pilot signal may change
as the AT moves around, the data rate ri(k) may change continuously. The AT
transmits the information about that data rate to the AP via the backward
link. Then, the AP selects an appropriate AT for transmission based on the data
rate information. For the HDR service, the SNR bound, the transmission frame
length, and the number of time slots needed to transmit the frame for a given
data rate are shown in [9]. For example, the AT whose data rate is 38.4 kbps will
receive a packet of 1024 bits over 16 consecutive time slots and the AT whose
data rate is 2457.6 kbps will receive four packets of 1024 bits each over only one
time slot.

3 Proposed Scheme

3.1 Introduction to Utility

The service satisfaction level differs for different applications for a given delay
and/or throughput. In [8], the author classified the Internet applications into
four classes and modeled their utility functions as shown in Fig. 1. Utility func-
tion is the increasing function of the bandwidth allocated to the corresponding
applications. With this formalism, the goal of scheduler design is to maximize
the sum of the utilities.

(a) Elastic

U

Bandwidth

(b) Hard Realtime

U

Bandwidth

(c) Delay-Adaptive

U

Bandwidth

(d) Rate-Adaptive

U

Bandwidth
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U

Bandwidth

(b) Hard Realtime

U

Bandwidth

(c) Delay-Adaptive

U

Bandwidth

(d) Rate-Adaptive

U

Bandwidth

Fig. 1. Utilities as a function of bandwidth

3.2 Scheduling Algorithm

Among the above four classes, elastic, delay adaptive real-time, and rate adaptive
real-time applications are considered in this paper. Notice that hard real-time
applications need fixed predetermined bandwidths. The utility functions of these
three types may be modeled by the unified model as shown in Fig. 2. In the
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figure, Ua(R) is the utility function of an application a as a function of achieved
throughput R, and Ra,F is a point of inflection for application a. The utility
function is convex in the range [0, Ra,F ] and concave in the range [Ra,F , ∞].
The utility functions of elastic type applications are for the case of Ra,F = 0,
where there is no convex region.

Ua

Achieved throughput (R)

Concave
region

Convex
region

Ra,F

Fig. 2. Unified model of utility functions

In this work, the objective of the scheduling scheme used for the downstream
traffic is to maximize the overall system utility. That is, the objective is repre-
sented by (1).

maximize
∑

i∈B(k)

Ua(i)(Ri) (1)

where B(k) is the set of backlogged sessions at time slot k and a(i) is the appli-
cation of session i.

Obtaining the optimal solution of the above problem for the wireless net-
works where a wireless link is shared by many users as in HDR system is a
complicated problem, requiring detailed information on the channel statistics.
Although the feasible rates of the users are known slot by slot, the underlying
probability distribution that is producing these rates is unknown. Even if it were
known, feasible rates might be correlated, so that the computations would be
significantly hampered by the curse of dimensionality. To avoid these obstacles,
a heuristic method is proposed in this paper.

The session i’s achieved throughput, Ri(k), at time slot k is computed by
(2): the moving average with average filter time constant kc.

Ri(k) =

⎧⎨⎩
(
1− 1

kc

)
×Ri(k − 1) + 1

kc
× ri(k − 1) , if session i is served at k − 1(

1− 1
kc

)
×Ri(k − 1) , otherwise

(2)
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Define R+
i (k) and R−

i (k) as follows:

R+
i (k) =

(
1− 1

kc

)
· Ri(k) + 1

kc
· ri(k)

R−
i (k) =

(
1− 1

kc

)
· Ri(k)

(3)

That is, if session i is served during time slot k, Ri(k + 1) = R+
i (k), and if not,

Ri(k + 1) = R−
i (k). At decision epoch of time slot k, the proposed algorithm

selects the session which will maximize the overall system utility at time slot
k + 1. That is, the objective function is

maximize
∑

i∈B(k)

Ua(i)(Ri(k + 1)) (4)

Assume that a session j is selected to be served during the time slot k. By
applying (3) to (4), we can get

∑
i∈B(k)

Ua(i)(Ri(k + 1)) =
∑

i∈B(k)

Ua(i)(R
−
i (k)) + Ua(j)(R

+
j (k))− Ua(j)(R

−
j (k))

(5)
To maximize the above sum, j should be

j = arg max
i∈B(k)

{
Ua(i)(R

+
i (k))− Ua(i)(R

−
i (k))

}
(6)

Therefore, the selection rule of this algorithm is to find j using (6).
This selection rule may work well for elastic class of applications. However, it

doesn’t work for delay adaptive real-time class and rate adaptive real-time class
of applications, because of the convex region. In the convex region, the increasing
rate of utility around R=0 is almost zero, and therefore Ua(R+) − Ua(R−) is
also almost zero around R=0. This means that the delay and rate adaptive real-
time classes of applications are hardly selected for transmission before the elastic
class of applications are satisfied fully. To solve this problem, the potential utility
curve is proposed to be used in this paper. It is a straight line starting from the
origin with the slope Pa, which is obtained as follows:

Pa = max
R

{
Ua(R)
R

}
(7)

As shown in Fig. 3, Pa is the minimum slope satisfying Ua(R) ≤ Pa × R.
That is, the actual utility curve is below the potential utility curve Pa × R. In
this figure, (Ra,P , Ua(Ra,P )) is the intersection point of the actual utility curve
and the potential utility curve.

Pa is the maximum average utility increment per unit achieved through-
put, which is obtained when the achieved throughput is Ra,P . Therefore if the
achieved throughput goes over Ra,P , Pa may be regarded as the increasing rate
of utility in the region [0, Ra,P ]. This conception is used to serve delay and rate
adaptive real-time classes of applications in the proposed algorithm. That is, for
the delay and rate adaptive real-time classes of applications,
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Ua

Achieved throughput (R)

Ra,P

Pa ×R

Fig. 3. Potential utility curve (Pa ×R)

if Ri(k) ≥ Ra(i),P

use Ua(i)(Ri(k)) for the utility function
else

use Pa(i) ×Ri(k) for the utility function

3.3 Extension to Support Multiple Subscription Levels

In the above section, the service satisfaction level was defined for Internet ap-
plications and a heuristic algorithm to maximize the sum of utilities for the ap-
plications of elastic, delay adaptive real-time, and rate adaptive real-time types
was proposed. With this scheme, all sessions serving the same kind of applica-
tion are treated impartially. That means, if any two sessions serving the same
kind of application experience exactly the same channel conditions, the achieved
throughputs of them are identical.

A question to ask is whether this equalitarianism is always desirable? The
answer is, it may not be. For example, present wired broadband data network
service providers have classified service levels of subscription into premium (or
gold) and light (or silver), where the premium service (provided to customers
paying higher subscription fee) supports more bandwidth than the other. The
same thing can happen to wireless data network.

To support multiple levels of subscription, it will be a simple and efficient way
to define different utility functions for different subscription levels. One way to
do this is to multiply utility by some weight assigned to each subscription level.
With this approach, however, the saturation point Ra,H which represents the
minimum throughput beyond that the utility of the application a is saturated
doesn’t change. In some case, the higher level user may want bigger Ra,H to be
assigned. To support this requirement, it will be a simple way to multiply some
expansion factor to the achieved throughput.

Let s(i) be the subscription level of session i, wa,s be the weight of subscrip-
tion level s of application a, and ea,s be the expansion factor of subscription
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level s of application a. Then, the objective function and the selection rule can
be rewritten as (8) and (9), respectively.

maximize
∑

i∈B(k)

wa(i),s(i) · Ua(i)(ea(i),s(i) ·Ri(k + 1)) (8)

j = arg max
i∈B(k)

{
wa(i),s(i) ·

{
Ua(i)(ea(i),s(i) · R+

i (k))− Ua(i)(ea(i),s(i) · R−
i (k))

}}
(9)

4 Simulation

4.1 Simulation Model

In this section, the performance of the proposed algorithm is presented. In the
simulation, it is assumed that the traffic source of each session is persistent and
every time slot is completely filled by the traffic source. To observe the through-
put performance experienced by users when the channel conditions change, we
conducted the simulation under the time-varying channel conditions.

We considered two kinds of applications a and b. Application a is an elastic
type and b is an adaptive real-time type (delay adaptive or rate adaptive). For
each type of applications, we assumed that there are two subscription levels, i.e.
premium and light. Figure 4 shows the utility functions used in the simulation.
In Fig. 4, wa,light = 1, wa,premium = 2, wb,light = 1, wb,premium = 2, ea,light =
1, ea,premium = 0.5, eb,light = 1, ea,premium = 1.
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Fig. 4. Utility function
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4.2 Results

The experiments are classified into three cases: case a) when all sessions are
serving application a, case b) when all sessions are serving application b, and
case c) when half of the sessions are serving application a and the others are
serving application b. In each case, half of the sessions of each application are
premium subscriber and the others are light subscriber. Figure 5 shows the
aggregate utility for cases a, b, and c as a function of the number of users. The
PFS scheme was implemented and simulated for comparison. In all cases, the
achieved aggregate utility of the proposed scheme is greater than that of PFS.
Note that the PFS is identical to the proposed scheme using logarithmic utility
function [1]. Figures 6 and 7 show the average achieved throughput per session
for cases a and b. Figures 6 and 7 demonstrate that the proposed scheme can
provide differentiated services among different subscription levels, premium and
light.

Number of users
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Fig. 5. Aggregate utilities for cases a, b, and c

5 Conclusions

In this paper, a wireless scheduling scheme which supports service differenti-
ation to different users are proposed. It is intended to maximize the overall
system satisfaction level in terms of aggregate utility for the applications of
elastic, delay adaptive real-time, and rate adaptive real-time types. Obtaining
the optimal solution is a complicated problem. So, a heuristic method, which
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can run online, was proposed. Study on how much the performance of the pro-
posed scheme differs from the optimal solution is reserved for future work. It is
also important to determine the appropriate utility functions. It should reflect
the user requirements. The system operator may intend to maximize the profit
properly determining the utility function. Therefore, tradeoff between these two
requirements will be needed in determining the utility functions.
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Abstract. The hybrid types of traffic containing traditional data and
multimedia streams are delivered in networks. Besides the Best Effort
service, Internet has to supply other different services to various types
of traffic with multiple priorities. DiffServ architecture is considered to
be the promising Internet framework meeting QoS requirements. One of
crucial elements in DiffServ is its network node scheme. In this paper,
we propose a novel scheme which combines dynamic buffer management
with active queue management to assist routers in provisioning loss dif-
ferentiated services. In order to support several levels of different traffic
classes, we extend a dynamic threshold buffer management method in
the case of multiple loss priorities. We detail the implementation of the
scheme on routers. Simulation results confirmed that our scheme is able
to adapt to load changing conditions and offer different guarantees for
hybrid traffic flows in terms of their loss priorities.

1 Introduction

Nowadays there is an increasing demand for streaming multimedia applications
over the Internet. The traffic in networks is mingled with traditional data and
multimedia streams. So Internet is needed to supply different services with mul-
tiple priorities, in addition to the BE (Best Effort). IETF specified DiffServ
(Differentiated Services) [1] as a current trend in the Internet community which
supports QoS, since it is a scalable QoS architecture not burdened with the
complex task of reservation states creation and maintenance. The IETF Diff-
Serv working group has specified the Assured Forwarding (AF) per hop behavior
(PHB) [2], which is intended to provide different levels of forwarding assurances
for IP packets in routers.

Using appropriate buffer allocation and AQM (Active Queue Management)
methods we can achieve the AF PHB and support various levels of loss assur-
ances. A buffer-sharing method with Dynamic Threshold improves the router
� This work is supported by the National Natural Science Foundation of China un-
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throughput and the AQM method detects incipient congestion early to avoid
packet loss, e.g. RED (Random Early Detection) [3]. In the literature, SPRED
[4] proposed by Hou et al., generalizes buffer management algorithms of Drop-
Tail, Pushout and RED. This mechanism provides different services for real-time
flows and traditional TCP flows. However, this scheme has not capability of of-
fering more different service levels for real-time flows or TCP flows, respectively.
Aweya et al. propose an AQM algorithm using dynamic buffer thresholds in a
shared-memory architecture [5]. It targets to ensure the fair sharing of buffer
under changing traffic conditions. But it is not suitable for the real-time traffic
requiring high loss-priority service, for its packet drop routines treat them just
like the TCP traffic. Moreover, this scheme and the above one use RED that has
some disadvantages detailed in Section 2.2.

To remedy these deficiencies, we propose a scheme combining dynamic buffer
allocation with active queue management to support differentiated services in
routers, called comBAQ (combining Buffer Management and Active Queue
Management). Our scheme can provide loss-differentiated services for the real-
time multimedia streams and congestion control for traditional TCP flows as
well. For scalability, our scheme conforms to the DiffServ principle of no per-
flow state maintained in core routers. According to IETF’s advices that the
network does not re-order packets belonging to the same flow [6], our scheme
stores and services all packets in the same queue. Furthermore, the simple imple-
mentation of this scheme and its adaptability to dynamic network is considered
an important virtue by us.

This paper is organized as follows. In Section 2, we simply explain why we
select this or that kind of buffer management and AQM methods in our scheme.
In Section 3, we adapt a dynamic threshold to the multiple priorities case, and
then we define in detail packet service type and illustrate the implementation of
comBAQ. Section 4 demonstrates the performance of our scheme in supporting
differentiated services through simulation experiment results. Section 5 concludes
this paper.

2 Background

2.1 Buffer Management

So far, many buffer management methods have been proposed that can be
broadly categorized into three classes as static methods, Pushout methods, and
dynamic methods. Firstly, conventional schemes allocate buffer space to each
queue through static buffer thresholds, which adapt poorly to dynamic network.
Secondly, the so-called Pushout mechanism allows an incoming packet to enter
the buffer by discarding some other packets in the buffer. We integrate it with
the methods described later to guarantee that high priority packets can seize
buffer preemptively. Moreover, dynamic buffer methods are heuristic and adap-
tive. Since our scheme intends to support differentiated loss services, we will
describe a dynamic threshold method scheme adapted for the cases of multiple
loss priorities in Section 3.
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2.2 Active Queue Management

Most of AQM algorithms are devised only for the data flows supporting retrans-
mit, such as TCP traffic. The traditional technique for managing router queue
is the DropTail mechanism which is unable to offer service differentiation for
our targets. RED is one of the most famous AQM schemes. Its randomization in
packet dropping avoids the global synchronization effect of all connections and
maintains high throughout for TCP traffic in the routers. Some key problems
associated with RED are: (i) RED fails to prevent buffer over flow as sources
increase [8]; (ii) Probability calculation triggered by packet arrival is not ap-
plicable for high-speed link; (iii) Some parameters of RED are dissatisfactory,
including that the performance is extremely sensitive to parameter setting.

Another adaptive AQM algorithm called WSAP (Weighted Simple Adaptive
Proportional) [9] has been proposed by authors in our lab. WSAP algorithm is
shown in Fig. 1. It has following three advantages: (i) dropping probability is
calculated periodically for the given interval; (ii) it has better scalability with less
parameters to be set for each queue priority; (iii) the loss weight configuration
is easier. We choose WSAP to manage the queues of the packets that can be
retransmitted in comBAQ.

Calculate marking/droping
probability.

Adjust the average value
of marking/droping

probability.

Pm

Pavg

the loss rate differentiation
parameter for each queue
class Wi

the instantaneous size of
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the destination for
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the adjustment step

Mark or drop packets
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Fig. 1. The WSAP algorithm routine
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Fig. 2. Shared buffer architecture model

3 Service Framework of ComBAQ

3.1 Adaptation to Multipriority

Fan et al. propose a buffer management method with dynamic threshold [7].
Considering the case of various priorities, we extend the method to handle traffic
with a number of loss priority classes. Fig. 2 shows the shared buffer architecture
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model with queueing at output port, using the buffer management with dynamic
threshold for multipriority classes. In this figure, overall buffer size is M , shared
by N ports. We assume there are P loss priority classes marked as 0 through
P − 1, where class 0 packets belong to the most loss-sensitive class, i.e., with
the highest priority and class P − 1 packets belong to the most loss-tolerant,
i.e., with the lowest priority. The output queues with such loss priority classes
may be contained in any output port. The queue length with priority p at port
i is Qp

i (t), and thus overall queue length at time t is Q(t) =
∑N

i=1

∑P−1
p=0 Q

p
i (t),

where Q(t) ≤ M , obviously. Q0 denotes the targeted amount of buffer to be
used. We set the threshold Thp(t) for the queues with priority class p at time t
to take the place of the common threshold for all port queues in the approach in
[7]. When a packet with priority class p destined to port i at time t, the threshold
can be computed as the following algorithm:

Thp
new(t) =

{
max1≤i≤N{

∑
q≥p Q

q
i (t)}, Q(t) < Q0;

max(Thp
old − c, Thmin), Q(t) ≥ Q0.

( 3.1)

where c is arrival packet size in bytes and Thmin represents the minimum thresh-
old. If α denotes the rate of available buffer, then Q0 = αM . Equation 3.1 implies
that:

1. when the overall queue length, Q(t), is less than the utilizable buffer, Q0,
the arriving packet is always accepted into its respective queue, and the
threshold Thp (p enveloped in the packet) is updated to the largest sum of
those queues’ length whose priority classes are equal to or greater than p, in
all port queues.

2. whenQ(t) is equal to or aboveQ0, the packet is dropped and Thp is decreased
at the same rate as the packet arrival rate.

Therefore, this control method, which we call DTMP (Dynamic Threshold
with Multiple Priorities), achieves the objective that ensures the threshold for
high priority is larger than the one for low priority. It has advantages of good
utilization and simple implementation, and detail simulation results about it
are presented in [10]. We choose DTMP to manage the queue of high priority
packets, with Pushout assuring them to access buffer preemptively.

3.2 Service Types and Priorities

In our node scheme, we define two types of services to support differentiated
services, namely, the More Guaranteed (MG) service and the Less Guaranteed
(LG) service, which is similar to SPRED. Packets under MG service are those
requiring reliable delivery, such as some packet critical to multimedia application;
packets under LG service may be able to be retransmitted in traditional data
flows.

Suppose there are N and M priority classes in MG and LG, labeled as MG[i]
(0 < i ≤ N) and LG[j] (0 < j ≤ M), respectively. The loss rates of each class
service are Loss(MG[i]) and Loss(LG[j]). The smaller i or j, the higher loss
priority is, i.e., the lower loss rate is. The node scheme need achieve followings:
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– Loss(MG[i]) ≤ Loss(LG[j]), ∀i, j, 0 < i ≤ N, 0 < j ≤M ;
– Loss(MG[i]) < Loss(MG[j]), if i < j, 0 < i ≤ N, 0 < j ≤M ;
– Loss(LG[i]) < Loss(LG[j]), if i < j, 0 < i ≤ N, 0 < j ≤M .

Every value of MG[i] or LG[j] maps to a DSCP value in the “type of service
(TOS) octet” of the IPv4 packet header or in “Flow Label” field of the IPv6
packet header. We designate corresponding DSCP value to their priorities, as
detailed in Table 1.

Table 1. The corresponding DSCP value of AF PHB to each comBAQ service
priority

Loss priorities Class 1 Class 2 Class 3

More Guaranteed 001010 (AF11) 001100 (AF12) 001110 (AF13)
Less Guaranteed 010010 (AF21) 010100 (AF22) 010110 (AF23)

Table 2. The decision to accept an arriving packet P with size c, priority i or
not

P is buffer state decision

BF REE ≥ c accept P;
MG B(MG[i]) < ThMG[i] otherwise pushout LG packets

in buffer to accept P;
B(MG[i]) ≥ ThMG[i] drop P;

BLG > (1 − TMG)BALL, or BF REE < c drop P;
LG otherwise WSAP decides to accept

P with probability;

3.3 The Scheme Implementation in Routers

We first give comBAQ algorithm flow as follows. Then, we specify packet data
structure and organization in buffer.

Decision Algorithm We define BALL as the size of overall buffer in router,
B(MG[i]) as the size of occupied buffer by MG packets with priority i, B(MG)
as the size of buffer used by all MG packets and similarly B(LG) as buffer size by
LG packets, all in unit of bytes. And then BFREE = BALL −B(MG)−B(LG)
represents the size of unused buffer in bytes. Define TMG to denote the minimum
threshold of buffer for MG service packets and the entire buffer is available for
MG service packets except the TCP target buffer of WSAP. Table 2 shows how
comBAQ scheme decides on whether to accept an incoming packet or not based
on current buffer state in router. In this table ThMG[i] is the threshold for MG[i]
service packets, computed by Equation 3.1 in DTMP algorithm.
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Queue Structure in Buffer In our scheme implementation, we maintain two
doubly linked lists: the linked list of all packets in the buffer, LALL and the
linked list of LG service packets, LLG. The latter is embedded in the former,
that is to say LLG is part of LALL. Fig. 3 shows the linked list structure for
packets in the buffer at a node.

Discussions The reason why LALL is a doubly linked is that it is easy to locate
the LG packet to be discarded in LALL. If a singly linked list is used for LALL,
we would spend more time and traverse the list more than once. In addition,
there are two policies on which routers can depend to pick packets to drop when
congestion occurs: wine (drop new packets and keep old) and milk (drop old
packets and keep new). For real-time multimedia a new packet is more important
than the old one. In consideration of dropping old packets when necessary, a
doubly linked list for LALL is preferred.

Adding and deleting packets of various sizes cause much memory fragmen-
tation in actual routers, that is the cost of employing doubly linked lists to
implement this scheme. A concept can be developed to reduce the cost of mem-
ory management, which involves pre-allocating a pool of memory and reserving
it until it is actually needed. The memory pre-allocation will be called at system
startup.
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4 Simulation Experiments

4.1 Scenario Setting

In this section we implement our comBAQ scheme on the network simulator,
NS-2. The simulation topology is shown in Fig. 4 with a single bottleneck link
that has a bandwidth capacity of 64 Mbps. There are four source nodes and
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four destination nodes. Each traffic from different source has different priorities,
for example, Source 1 sends MG[1] service packets. When congestion occurs,
we directly drop arriving TCP packets instead of marking them. In comBAQ
scheme, BALL is 40 KB. The target of average queue size for WSAP algorithm
is 20 KB, and loss rate differentiation parameters are 1.0 for LG[1] and 4.0 for
LG[2]. For DTMP algorithm, TMG = BALL*0.1 = 4 KB. So the maximum buffer
space occupied by MG packets is 20 KB.

4.2 Experiment Results

Firstly, 350 applications of burst flows upon UDP are set up in source 1 and
source 2, while 40 FTP applications upon TCP are set up in source 3 and source
4 respectively. UDP applications are activated at time 0 s and TCP ones are ac-
tivated at time 100 s. They are all stopped at time 200 s. As illustrated in Fig. 5,
the MG[1] queue is longer than that of MG[2] queue due to the differentiation
functionality provided by DTMP algorithm. In addition, we observe some LG
packets pushed out at time 101 s.
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Secondly, we set up and immediately activate 100, 250, 300 UDP applications
at 0 s for MG[1] and MG[2] respectively, and set up 40 TCP applications for
each LG service class at 0 s and activate them at 100 s. Fig. 6 shows the packet
loss ratio for four flows. It is easy to observe that MG[1] packet loss ratio is
almost zero and MG[2] packets discarded are no more than a few. As MG packet
applications increase, some MG packets are discarded due to buffer’s insufficiency
to accept so many incoming packets. The loss ratio of MG[1] packets here is still
lower than that of MG[2]. While LG packet loss ratio, especially that of LG[2],
is much higher than MG packet loss ratio.

5 Conclusion and Future Work

In this paper, we propose a novel scheme named as comBAQ to assist routers
in providing loss-differentiated services for hybrid traffic containing traditional



320 Suogang Li, Jianping Wu, and Ke Xu

TCP flows and real-time multimedia streams. To achieve this objective, we de-
sign DTMP for buffer management and choose WSAP as active queue manage-
ment. We detail implementation of the scheme and give the algorithm routine.
The simulation experiment results demonstrated that comBAQ can provide ser-
vice differentiation according to packet loss priorities. In addition, our scheme is
easy to implement in routers due to its simple configuration of parameters.

FUTURE WORK. Our scheme focuses only on the packet-loss aspect of dif-
ferentiated QoS, while other aspects of QoS such as delay are also important
for the scheme. The simulation results indicate that the end-to-end delay of
TCP flows increases resulting from many packet losses, for the bandwidth would
be mainly occupied by the increasing UDP applications. With limited buffer re-
source, the throughput improvement of high priority traffic is achieved inevitably
at the sacrifice of packet losses. We would give an analysis of the trade-off in our
future study.
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Abstract. Numerous research in the literature has convincingly demon-
strated the widespread existence of self-similarity in network traffic. Self-
similar traffic has infinite variance and long range dependence (LRD)
which makes conventional traffic prediction method inappropriate. In
this paper, we proposed a traffic prediction method by combining RLS
(recursive least square) adaptive filtering with wavelet transform. Wavelet
has many advantages when used in traffic analysis. Fundamentally, this
is due to the non-trivial fact that the analyzing wavelet family itself pos-
sesses a scale invariant feature. It is also proved that wavelet coefficients
are largely decorrelated and only has short range dependence (SRD).
In this paper, We investigate the computation characteristics of discrete
wavelet transform (DWT) and shows that the à trous algorithm is more
favorable in time series prediction. The proposed method is applied to
real network traffic. Experiment results show that more accurate traffic
prediction can be achieved by the proposed method.

1 Introduction

Recent measurements and simulation studies have revealed that wide area net-
work traffic has complex multifractal characteristics on short timescales, and is
self-similar on long timescales [1]. The widespread existence of self-similarity is
also demonstrated [2], [3], [4], [5]. These measurement works collectively revealed
that self-similar and long-range dependence phenomena widely exist in network
traffic. One of important properties of self-similarity which may have great im-
pact on traffic forecasting and manipulation is long range dependence (LRD).
The autocorrelation function r(k) of a self-similar process decay hyperbolically
rather than exponentially fast, implying a non-summable autocorrelation func-
tion

∑
k r(k) = ∞. As a result of this LRD, conventional prediction algorithm is

not valid for self-similar network traffic. Some models which are capable of de-
scribing traffic’s multiscale characteristics have been proposed and used for pre-
diction. These tools include linear and nonlinear methods, FARIMA (fractional
autoregressive integrated moving average) models [6], neural network approach
[7], fuzzy logic approach [8] and methods based on α-stable models [9], etc.

In this paper, we propose a traffic prediction method based on the idea of mul-
tiresolution analysis. The key feature of multiresolution analysis is to decompose

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 321–331, 2005.
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whole function space into subspaces, then the decomposed signal pieces express
the original signal on different time scale. The mathematical implementation of
this multiresolution idea is wavelet transform, which take the input of a contin-
uous function f(t) or a discrete time series X(n) with proper initial process [18]
and gives out a set of coefficients. These coefficients provide information about
the original signal in frequency domain as well as in time domain. Intuitively,
this multiresolution analysis is capable of capturing more characteristics of a self-
similar traffic. Abry et al. proved that the wavelet coefficients of a self-similar
traffic is largely decorrelated and do not exhibit LRD any more [12]. Therefore,
predict algorithms for short range dependence (SRD) time series can be used for
these coefficients. Several approach for coefficients prediction has been studied,
which include methods based on neural network [7], [10], [19], Kalman filtering
[20], or an ARIMA (autoregressive integrated moving average) model [21]. In
this paper, we used another coefficient prediction method based on recursive
least square (RLS) algorithm.

The rest of this paper is organized as follows: Section II focus on the idea of
multiresolution analysis and wavelet transform and the reason to choose à trous
algorithm to perform wavelet transform; Section III presents the proposed pre-
diction framework by combining RLS algorithm with wavelet transform; Section
IV gives the experiment result and analysis; Section V concludes the paper.

2 Wavelet Transform: From the Traditional to À Trous

Generally speaking, wavelet transform provides a way of analyzing a signal both
in time domain and frequency domain. The discrete wavelet transform (DWT)
gives out a set of coefficients {dj(k), cJ (k), j ∈ [1, J ]} to describe the signal f(t)
at different time scale:

dj(k) = 〈f(t), ψjk(t)〉 , k ∈ Z (1)

cJ(k) = 〈f(t), ϕJk(t)〉 , k ∈ Z (2)

where 〈∗ , ∗ 〉 denotes inner product, function ψjk(t) is so-called wavelet, which is
usually orthogonal and constructed from a reference pattern ψ(t) called mother-
wavelet by a time-shift operation and a dilation operation:

ψjk(t) = 2−j/2ψ(2−jt− k) (3)

and ϕJk(t) is the scaling function for corresponding wavelet, the integer j rep-
resents scales and k is time index. Therefore, a signal f(t) can be expand as

f(t) =
∑

k

cJ(k)ϕJk(t) +
J∑

j=1

∑
k

dj(k)ψjk(t) (4)

(1), (2) and (4) are actually the definition of discrete wavelet transform and
inverse discrete wavelet transform (IDWT). The wavelet coefficients dj(k) and
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the scaling function coefficients cJ(k) conveys information about the behavior
of the function f(t) concentrating on effects of scale around 2j and near time
k × 2j .

From a point view of signal spaces and multiresolution analysis, the scaling
function ϕk(t) = ϕ(t− k) construct a subspace V of L2(R) as

V = Spank{ϕk(t)} (5)

where the over-bar denotes closure and Span denotes function span, which means
defining a space as the set of all functions that can be expressed by linear com-
bination of basis function. Here the scaling function is the basis function of
subspace V . Multiresolution analysis require scaling functions at each scale and
their corresponding subspace have relationship as

Vj ⊂ Vj−1 for all j ∈ Z (6)

with
V∞ = {0}, V−∞ = L2 (7)

then wavelet ψjk(t) is basis function of another type of subspaces Wj , which is
the orthogonal complement between Vj and Vj−1:

Vj−1 = Vj

⊕
Wj (8)

then in general this gives:

L2 = VJ

⊕
WJ

⊕
WJ−1

⊕
... (9)

This idea of multiresolution analysis is actually the heart of Mallat’s fast
wavelet transform algorithm, or so-called fast pyramid algorithm. In this algo-
rithm, the wavelet coefficients and scaling function coefficients are calculated by
bank filtering followed by down-sampling:

dj(k) =
∑
m

h1(m− 2k)cj−1(m) (10)

cj(k) =
∑
m

h0(m− 2k)cj−1(m) (11)

where h0(n) is the impluse response of a low-pass filter related to scaling function
and h1(n) is the impluse response of a high-pass filter related to wavelet. Because
of the down-sampling or so-called decimation, the coefficients becomes about half
length as scale j goes one level higher, thus form a pyramid shaped coefficients
set. This traditional wavelet transform involving bank filtering and decimation is
efficient at a wide range of signal processing such as de-noising and compressing,
but have problems in time series prediction.

One of these problems is the lack of stability at the end boundary of coef-
ficients. When the available traffic data series become longer so that the DWT
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coefficients get extended by one, we can find that last a few coefficients become
different from those obtained from last time. The longer the filter length or the
higher the scale, the longer this non-stability appears at the end boundary:

Lj =
{
fix ((lf − 1)/2) j = 1
fix ((Lj−1 + lf − 1)/2) 1 < j ≤ J

(12)

where Lj denotes the length of non-stable coefficients at scale j, lf denotes the
filter length and fix is a operator that round the number to nearest integer
towards zero. This problem is vital when we perform prediction for DWT coeffi-
cients, in which last a few taps of data are used to make predict. The appearance
of this non-stability result from the lack of shift invariance of traditional wavelet
transform. Two methods can be used to tackle this problem, one is multi-step
prediction so that to avoid using unstable coefficients to make prediction, an-
other is adopt a redundant or nondecimated version of wavelt transform, which
will essentially eliminate this non-stability. Here we choose the later one in our
prediction framework.

The à trous algorithm is implementation of aforementioned nondecimated
wavelet transform [16]. The à trous wavelet transform can be simply describe as
follows. First, perform successive convolutions with the discrete low-pass filter h:

cj+1(k) =
+∞∑

l=−∞
h(l)cj(k + 2j l) (13)

where the finest scale is the original series: c0(t) = f(t). The low-pass filter we
choose is a B3 spline, defined as ( 1

16 ,
1
4 ,

3
8 ,

1
4 ,

1
16 ). To deal with the end bound-

ary of data, we shift the low-pass filter so that only known data are involved in
the convolutions. The resulting phase shift of cj(k) can be inherently compen-
sated by the following step. Secondly, the wavelet coefficients are calculated by

dj(k) = cj−1(k)− cj(k) (14)

Thus the coefficients set is {dj(k), cJ (k) , 1 < j ≤ J}, the original signal is
expanded as

f(t) = cJ(t) +
J∑

j=1

dj(t) (15)

thus we readily obtain a series of coefficient sets with equal length and the
reconstruction is a simply additive procedure. In (15) we change of the index k
of the coefficients {dj(k) , cJ(k)} to t because they just refer to the same time
point. This is indeed one of the advantages of à trous algorithm, the information
of the signal at a given time point can be located in coefficients definitely and
uniquely. Another advantage is that the coefficients are calculated only from
data obtained previously in time. This advantage actually prevent non-stability
phenomena at the end boundary of coefficients.

The scaling function cJ(k) is a smoothed version of original signal and wavelet
coefficients dj(k) contains high frequency component of the original signal at
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each scale. Thus the signal are decompose according to different time scale and
the frequency behaviors of the original signal are separated. In practice we can
arbitrarily choose a max decomposed level J so that the coefficients are smooth
enough for prediction algorithm.

3 Coefficient Prediction Algorithm

The framework of the proposed traffic prediction algorithm combining RLS al-
gorithm with wavelet transform consists three steps. Firstly, the original traffic
data X(t) is decomposed with à trous wavelet transform by using (13) and (14).
Thanks to the shift invariance property of à trous algorithm, the coefficient
index k strictly correspond to the time index t of the original signal, and the
coefficients of any segment of a signal are strictly equal to the coefficients in the
same segment. This property is very favorable because we do not have to re-
compute the whole length of coefficient sets when new traffic data are regularly
obtained. Secondly, these coefficients at each scale are predicted by RLS algo-
rithm. Finally, all predict values are summed to make prediction for the original
traffic data.

Recursive least square adaptive filter algorithm is one of most widely used
linear predict methods. As the DWT coefficients only exhibit short range depen-
dence (SRD) and has finite variance, RLS algorithm is valid for make prediction
for these coefficients. Given the filter input vector as the most recent known val-
ues of DWT coefficients, the output of the filter provides the predicted valued of
future coefficient. The adaptive mechanism is achieved in every instant of time
when new traffic data become available [15]. The computations in each iteration
n (n = 1, 2, ...) are as following:

1. Compute the updated gain vector k(n) by

k(n) =
λ−1P(n− 1)u(n)

1 + λ−1uH(n)P(n − 1)u(n)
(16)

with
u(n) = [dj(k) dj(k − 1) ... dj(k − p)]T (17)

where u is the input vector and P represents inverse correlation matrix com-
puted at the last iteration, λ is a forgetting factor, which will be introduced
later in this section.

2. Compute the predicted value of next coefficient by

d̂j(k + 1) = ŵT (n− 1)u(n) (18)

where ŵ is weight vector.
3. Compute the prediction error e(n) when new data become available by

e(n) = dj(k + 1)− d̂j(k + 1) (19)

where dj is the real value and d̂j is predicted value.
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4. Update ŵ and P by

ŵ(n) = ŵ(n− 1) + k(n)e(n) (20)

P(n) = λ−1P(n− 1)− λ−1k(n)uT (n)P(n− 1) (21)

thus RLS algorithm adaptively decreases the prediction error in sense of mini-
mizing the sum of the square of the difference between predicted value and real
value. The algorithm is initialized by setting

ŵ(0) = 0 (22)

P(0) = δ−1I (23)

where I denotes the identity matrix.
Compared to the LMS (Least Mean Square) family adaptive filter, RLS filter

has a number of advantages such as faster convergence speed and smaller mean-
square error. There are several adjustable parameters for RLS filter:

Forgetting Factor λ: Let ε(n) denote the sum of all prediction error up to
step n, in RLS algorithm, ε(n) has following:

ε(n) =
n∑

i=1

λn−i|e(i)|2 (24)

Therefore λ play a role of exponentially diminishing the total error result from
the long distant past. Parameter λ should be typically set between 0.95 and 1,
when λ is 1, it means the adaptive filter has infinite memory; λ is usually set to
less than 1 for better performance when the process is non-stationary.

The regularization parameter δ: This parameter is set to small positive con-
stant for high SNR or large positive constant for low SNR.

The order of RLS filter M : This parameter is closely related to the order p
of AR(p) (autoregressive) model of the series. It decide how many most recent
data are used for computing the predicted value. Parameter M is required to set
to large value for process with slow decay autocorrelation function.

4 Simulation Result and Analysis

In this section we use the method describe above to make prediction on real
network traffic. The network traffic used in our analysis was collected by WAND
research group at the University Of Waikato Computer Science Department. It
is the LAN traffic trace at University of Auckland on campus level. The traffic
trace was colleted on June 11, 2000 on a 100Mbps Ethernet link. IP headers in
the traffic trace are GPS synchronized and have a time accuracy of 1 μs. Total
length of the traffic using for our simulation is 1000 seconds. More information
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Fig. 1. Illustration of multiresolution analysis for traffic data: smoothed traffic
cj and details dj at three consecutive decompose level.

on the traffic trace and the measurement infrastructure can be found on their
webpage [17].

In simulation, we use the proposed algorithm to make one-step prediction on
network traffic load in term of bit rate, the unit is bit per second. Based on the
recent traffic bit rate, our algorithm gives the predicted value for next second.
Longer time prediction can be achieved by aggregating the traffic data into larger
time interval. We perform our prediction method with three consecutive wavelet
decompose level to show the effect of wavelet transform. A direct RLS prediction
without DWT decomposition is also applied to this network traffic for comparing
purpose.

Table 1. RLS Parameter Settings

d1(k) c1(k) d2(k) c2(k) d3(k) c3(k) X(t)

λ 1 1 1 1 1 1 0.995

δ 1 1 1 1 1 1 1

M 5 5 10 10 10 10 20

Fig. 1 shows all coefficient series obtained by three level wavelet decomposi-
tion for this network traffic. It is clear from this figure that the scaling function
coefficients cj become more and more smooth as decompose level goes higher.
Then each coefficient series are predicted individually by RLS algortithm. Pa-
rameter settings for RLS algorithm are shown in Table 1. The RLS filter order
M for each data series are decided by preliminary model identification [15],
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[22], which involving examining behavior of autocorrelation and partial corre-
lation function. The forgetting factor λ is set to 0.995 in order to deal with
non-stationarity of the real network traffic data while for all coefficient predic-
tions, λ is set to 1. All the regularization parameter δs are set to 1.

Two performance metrics are used, one is Normalized Mean Square Error
(NMSE), which is average square of prediction error normalized by the traffic
variance:

NMSE =
1
σ2

1
N

N∑
n=1

(X(n)− X̂(n))2 (25)

where X̂(n) is the predicted value of true traffic load X(n) and σ2 denotes the
variance of X(n). The other one is Mean Relative Error (MRE), which is defined
as following:

MRE =
1
N

N∑
n=1

|X(n)− X̂(n)
X(n)

| (26)

In computing MRE, it is sensible to set a threshold so that only X(n) larger
than this certain value are taken into count, because too small X(n) value as the
denominate will lead to undesired large relative error, which is no meaning for
evaluate the performance. Here we choose the data series mean as this threshold.
In all RLS prediction procedures, the first 100 samples of total data are used
for training the adaptive filter. Therefore, these data are not counted in for
evaluating prediction error.

The result is shown in the Table 2, Table 3 and Fig. 2. In Table 3, we see that
the proposed method achieves more accurate prediction than directly applying
RLS to traffic data in terms of both NMSE and MRE. In fact, we see that only
one level wavelet transform can make RLS performance improved by about 0.10.
Moreover, the prediction become even more accurate when the level goes higher
although the improvement is limited. Therefore, it is proved that combining with
wavelet transform make RLS algorithm more proper for traffic prediction.

Examining the individual RLS prediction performance at each scale, which is
shown in Table 2, we find that significant improvement can be achieved when the
data series become smooth. But the performance for d1(k) is even worse than
performance of a direct RLS prediction for original traffic. Therefore, better
performance of the proposed method is achieved only by coefficients prediction
on level 2 and 3. The reason is that high frequency component of the original
traffic is extracted by wavelet decompose and concentrate in d1(k). Therefore
d1(k) is even more bursty than the original traffic data. This high bursty be-
havior is hardly capture by RLS algorithm. Also, primary model identification

Table 2. RLS Prediction Performance At Each Scale

d1(k) c1(k) d2(k) c2(k) d3(k) c3(k)

NMSE 0.8657 0.0126 0.020 0.0002 0.003 0.000004

MRE 1.8390 0.0356 0.4132 0.0040 0.0614 0.000495
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Table 3. Performance of proposed method: RLS combining with different level of
wavelet decomposition, where Level 0 means direct RLS method without wavelet
transform.

Level 0 Level 1 Level 2 Level 3

NMSE 0.7274 0.6291 0.6272 0.6271

MRE 0.2709 0.2693 0.2668 0.2667
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Fig. 2. Performance of Proposed Method: RLS Combined with Level 3 Wavelet
Transform

result shows that d1(k) can be describe as an ARMA model with large variance,
suggesting the same conclusion.

5 Conclusion

In this paper, we introduced the self-similarity in network traffic and idea the
multiresolution analysis. A traffic prediction method based on the idea of mul-
tiresolution was proposed. The mathematical implement of multiresolution anal-
ysis is wavelet transform and its computation characteristics is investigated and
we shown that the à trous algorithm is more favorable for time series prediction
than the traditional discrete wavelet transform. The proposed method is ap-
plied to real network traffic. Experiment result shows that more accurate traffic
prediction can be achieved by the proposed method.
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Abstract. Previous works for the AF (Assured Forwarding) service in
a Differentiated Service (Diffserv) network have no sufficient consider-
ation on the proportional fairness of bandwidth share based on RTTs,
the target rates, and the impact of UDP against TCP. In order to solve
these problems, we propose the Fair Differentiated Service Architecture
(FDSA), Target rate and RTT Aware Three Color Marking (TRA3CM),
and Target Rate Based Dropping (TRBD) mechanisms. These mecha-
nisms provide three color marking and proportional fair bandwidth share
among flows by considering RTT, target rate, and UDP flows simulta-
neously. In the results of comparing the performance among existing
and proposed mechanisms, the proposed mechanisms are able to miti-
gate the RTT and UDP effect better than the existing ones. In addition,
the proposed mechanisms are shown to provide the fair bandwidth share
proportional to various target rates.

1 Introduction

Recently, multimedia applications such as VoIP, VoD, and Visual Conference
are increasing their traffics in the Internet. The requirements of these services
are different from best effort services. The Differentiated Service (Diffserv) ar-
chitecture has become the preferred method to meet the requirements of these
services. An end-to-end differentiated service in a Diffserv network is obtained by
the concatenation of per-domain services and Service Level Agreements (SLAs)
between adjoining domains along the source-to-destination traffic path. Per do-
main services are realized by traffic conditioning at the edge and differentiated
forwarding mechanisms at the core of the network. Two forwarding mechanisms
generally used in a Diffserv network are the Expedited Forwarding (EF) and As-
sured Forwarding (AF) Per Hop Behaviors (PHBs). The basis of the AF service
is differentiated dropping of packets during congestion at a router. The differenti-
ated dropping is achieved via Multiple-RED Active Queue Management (AQM)
technique. The RFC of the IETF for AF service specifies four classes and three
levels of drop precedences per class. Three drop precedences can be represented
by Green, Yellow, and Red in order of lower drop precedence. In this basic
Diffserv architecture, it is difficult to provide real differentiated services to end
users, because of different RTTs and target rates among flows and TCP/UDP
interaction, etc. These issues need to be resolved for real differentiated services.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 332–341, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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In this paper, we propose the Fair Differentiated Service Architecture (FDSA),
Target rate and RTT Aware 3 Color Marker (TRA3CM), and Target Rate Based
Dropper (TRBD). These mechanisms provide three color marking and propor-
tional fair bandwidth share among flows by considering RTT, target rate, and
TCP/UDP interaction at the same time. In the results of simulations for com-
paring existing mechanisms with the proposed mechanisms, we show that the
proposed mechanisms are able to mitigate the impacts of RTT and TCP/UDP
interaction better than existing ones. The proposed mechanisms are shown to
provide fair bandwidth share proportional to various target rates as well.

The rest of this paper is organized as follows. Background and related work
are examined in the next section. Section 3 describes the proposed mechanisms
and the analysis of it, the discussion and evaluation of the proposed solutions
are addressed in Sect. 4. Section 5 contains concluding remarks and points to
areas of future work.

2 Background and Related Work

There have been a number of simulation studies that focused on a RED-based
Diffserv scheme. Clark and Fang in [1], showed that sources with different target
rates can approximately achieve their targets using RIO (RED with IN/OUT)
even with different RTTs, whereas simple RED routers cannot do. But if two
flows have the same target rate and different RTTs, short RTT flows consume
most of the excess bandwidth. One of our goals is to distribute the excess band-
width among all flows such that short RTT flows do not steal all the extra band-
width. Ibanez and Nichols [2], via simulation studies, confirmed that RTT and
TCP/UDP interaction were key factors in the throughput of flows that obtain
an Assured Service using a RIO-like scheme. Seddigh, Nandy, and Pieda showed
that target rates and TCP/UDP interaction were also critical for the distribu-
tion of excess bandwidth in an over-provisioned network [3]. Fang, Seddigh and
Nandy proposed the Time Sliding Window Three Color Marker (TSW3CM) [4],
which we refer to as the standard conditioner.

Nandy et al extended the TSW marker to design RTT and target rate
aware traffic conditioners [5]. These conditioners are RTT Aware Traffic Condi-
tioner (RATC), Target rate Aware Traffic Conditioner Two Drop precedences
(TATC2D), and TATC Three Drop precedences (TATC3D). The basic ideas of
these conditioners are to adjust the packet drop rate in relation to the RTT
and target rate. But their model does not consider RTT, target rate, and the
impact of UDP flows simultaneously, and some of their conditioners provide
only two color marking. Feroz et al proposed a TCP-Friendly marker [6]. As
TCP applications over Diffserv are influenced by a bursty packet loss behavior,
they used TCP characteristics to design their marker. Their conditioner protects
small-window flows from packet losses by marking such traffic as IN. Habib et
al designed and evaluated a conditioner based on RTT as well as the Retrans-
mission Time-Out (RTO) [7]. However, their conditioner cannot alleviate the
impact of TCP/UDP interaction. Su and Atiquzzaman proposed a new TSW
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based three-color marker (ItswTCM), which provide proportional fair share of
excess bandwidth among aggregates in a Diffserv network [8]. ItswTCM lacks of
consideration for RTT and the impact of TCP/UDP interaction, etc.

2.1 Time Sliding Window Three Color Marker

To take advantage of three color marking, the TSW based TSW3CM has been
proposed. For TSW3CM, whenever a packet arrives, the marker calculates an
estimated arrival rate. If the estimated arrival rate is less than the Committed
Target Rate (CTR), arriving packets are marked as Green; otherwise, they are
marked as Green, Yellow or Red according to the calculated probabilities. The
TSW3CM algorithm is shown in Fig. 1. If there are various RTTs or target rates
in a Diffserv network, this algorithm cannot provide fair bandwidth share for
end users, because it cannot mitigate the impacts of different RTTs and target
rates among flows.

Ravg = Estimated average traffic rate
RC = Committed Target Rate
RP = Peak Target Rate

If (Ravg ≤ RC):
the packet is marked as Green;

else if (Ravg ≤ RP ) AND (Ravg > RC):
PG = RC/Ravg

PY = (Ravg − RC)/Ravg

the packet is marked as Green with PG probability;
the packet is marked as Yellow with PY probability;

else:
PG = RC/Ravg

PY = (RP − RC)/Ravg

PR = (Ravg − RP )/Ravg

the packet is marked as Green with PG probability;
the packet is marked as Yellow with PY probability;
the packet is marked as Red with PR probability;

Fig. 1. Marking Algorithm for the TSW3CM Marker

2.2 Intelligent Traffic Conditioner

The RATC (RTT Aware Traffic Conditioner), one of Intelligent Traffic Condi-
tioners (ITC), avoids unfair bandwidth share between the TCP flows with short
and long RTTs through marking packets with the high drop priority inversely
proportional to the square of their RTTs [5]. This is based upon the steady state
TCP behavior modeled in [9]. Equation (1) shows that, in this model, bandwidth
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is inversely proportional to the RTT (MSS is the maximum segment size and
p is the packet loss probability):

BW ∝ MSS

RTT
√
p

(1)

Considering two flows with achieved rates R1 and R2, for fair bandwidth share
of two flows, R1 must be equal to R2 as (2). If the packet sizes for two flows are
the same, then the (2) becomes as (3).

R1 = R2 (2)

RTT1
√
p1 = RTT2

√
p2 (3)

If two flows have different RTTs, then:

p2

p1
=
(
RTT1

RTT2

)2

(4)

Therefore, in order to achieve the same rate for two flows, the ratio of their
packet drop probabilities should have an inverse squared relationship to the
RTTs. If assuming that the ratio of out-of-profile packet marking is directly
proportional to the ratio of packet drop probabilities at the core, out-of-profile
marking schemes for two flows at the edge become as follows:

q =
RC

Ravg
(5)

pout,1 = q and pout,2 =
(
RTT1

RTT2

)2

q (6)

where RC is a target rate, Ravg is an estimated average rate, pout,1 and pout,2

are the OUT marking probabilities of flow 1 and 2 respectively. Based on (6),
the generalized marking scheme for out-of-profile packets would be:

pout,i =
(
RTTmin

RTTi

)2

(7)

where RTTi is the RTT for the flow i and RTTmin is the minimum RTT of
all the flows in the network. The marking probabilities in TATC (Target rate
Aware Traffic Conditioner), which is another of intelligent traffic conditioners,
are derived from the equations similar to the ones of RATC, but use target rates
instead of RTTs.

Using these approaches, intelligent traffic conditioners lighten the effect of
RTT and different target rates. However, intelligent traffic conditioners cannot
mitigate all of them simultaneously and also lack of consideration for TCP/UDP
interaction.
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3 Proportional Fair Bandwidth Sharing Mechanism

In this section, we discuss the design concept of Fair Differentiated Service Archi-
tecture (FDSA), Target rate and RTT Aware Three Color Marker (TRA3CM),
and Target Rate Based Dropper (TRBD).

3.1 Design of Fair Differentiated Service Architecture

Most of existing works on fairness issues in a Diffserv network, have focused
on marking methods at an edge node. However, it is difficult to provide the
fair share of excess bandwidth by simply applying marking methods to an edge
node. In order to effectively provide proportional fair share of bandwidth, an
edge node and core nodes need to interact by deliberately considering RTT,
target rate, TCP/UDP interaction, and so on. In this paper, we propose the Fair
Differentiated Service Architecture (FDSA), which can provide proportional fair
share of excess bandwidth through cooperation between edge nodes and core
nodes. Figure 2 shows the FDSA.

… … …… … …

Fig. 2. Fair Differentiated Service Architecture

The FDSA operates as follows:

– The packet injected into an edge node is classified with SLA and the infor-
mation related with the packet is sent to the controller and the meter.

– The meter estimates RTT and arrival rate of the flow for the packet and
gives the information to the marker.

– The controller refers to a policy DB, selects a marker for the packet, and
configures the marker with the information needed to process the packet.

– In order to mark the packet, the marker uses the information from the con-
troller, meter, and core nodes.

– At the core node, the dropper selected by the controller processes the injected
packet and sends the marker the information needed to process a packet. The
information consists of drop probabilities for Green, Yellow, and Red packets.
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3.2 Target Rate and RTT Aware Three Color Marker

The TRA3CM takes a similar approach with the RATC. However, it can mitigate
the impact of RTT, and concurrently provide fair bandwidth share proportional
to target rates among TCP flows. In addition, the TRA3CM marks a packet
with three colors and adjusts marking probabilities between Yellow and Red
for alleviating the effect of RTT. The TRA3CM marks a packet with marking
probabilities, PG, PY , and PR for each color. Our goal is to obtain PG, PY , and
PR. The packet drop probability P2 is derived from (1) as follows:

P2 =
(
RTT1

RTT2

)2(
RC1

RC2

)2

P1 = a2P1 (8)

where P1 and P2 are packet drop probabilities for flow 1 and 2, RC1 and RC2

are committed target rates for each flow. The sum of marking probabilities for
each color is the same as (9) and the g, y, and r, the packet drop probabilities
for each color from a core node, can be represented as (10).

PG + PY + PR = 1 (9)

g = g1 = g2, y = y1 = y2, r = r1 = r2 (10)

The marking probabilities for flow 2, PG2, PY 2, and PR2, are derived from (8),
(9), (10), and the marking probabilities of PG, PY , and PR in Fig. 1.

PG2 = PG1 =
RC2

R2
(11)

PY 2 = a2PY 1 +
1− a2

1− y
(1 − PG1)

= a2RP2 −RC2

R2
+

1− a2

1− y

(
R2 −RC2

R2

)
(12)

PR2 = a2PR1 − y(1− a2)
1− y

(1− PG1)

= a2R2 −RP2

R2
− y(1− a2)

1− y

(
R2 −RC2

R2

)
(13)

R2 is an estimated average arrival rate of flow 2. With the marking probabilities
of PG2, PY 2, and PR2 in (11), (12), and (13), the TRA3CM marks a packet in the
marking algorithm described in Fig. 1. However, if y equals to 1, the TRA3CM
marks a packet to Green with PG2 and Red with (1-PG2). And if R2 is less than
RP2, it calculates PY 2 and PR2 with RP2 equal to RC2.



338 Sangdok Mo and Kwangsue Chung

3.3 Target Rate Based Dropping (TRBD) Mechanism

At a core node, the TRBD provides proportional fair bandwidth share among
TCP and UDP flows. TCP packets are processed by MRED and UDP packets
by the TRBD. The TRBD drops UDP packets with drop probability Pd, which
is derived from packet history for each color. The drop probability Pd can be
obtained as follows:

If the numbers of total and Green packets of flow i in the history are Nti

and Ngi respectively, the ratio of the injected rate to the target rate of
flow i, αi, becomes as follows:

αi =
Nti

Ngi
(14)

If the αi is greater than the αa, which represents the ratio of the average
throughput to the target rate at a core node, it indicates that packets
of flow i are over-injected as more as the αd of (15). Therefore, if pack-
ets of the flow i are dropped with the drop probability Pd of (16), the
proportional fair share of TCP and UDP flows can be achieved.

αd = αi − αa (15)

Pd =
αd

αi
= 1− αa

αi
(16)

4 Simulations and Evaluation

In order to evaluate the performance of our mechanisms, a number of experi-
ments have been performed on the basis of the ns (Network Simulator) of LBNL
(Lawrence Berkley National Laboratory) [10]. The network topology shown in
Fig. 3 is used to show the performance of the TRA3CM-TRBD mechanism. Ta-
ble 1 shows the RED parameters for the MRED in edge and core nodes. To

Table 1. RED Parameters for MRED

Green(IN) Yellow(OUT) Red

Minth 40 pkts 25 pkts 10 pkts

Maxth 55 pkts 40 pkts 25 pkts

Maxp 0.02 pkts 0.05 pkts 0.1 pkts

wq 0.002 0.002 0.002

evaluate simulation results, we define the generalized fairness index of (17). In
(17), xi is the throughput of flow i, and RCi is the target rate of flow i. Greater
gfi represents better proportional fairness of bandwidth share.

Generalized fairness index(gfi) =

(∑n
i=1

xi

RCi

)2

n
∑n

i=1

(
xi

RCi

)2 (17)
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Fig. 3. Topology of the Simulation Network

4.1 Comparison According to Different Target Rates

The configuration of network for this experiment is shown in the Table 2. Each
microflow of a UDP aggregate has sending rate of 1.5Mbps. In this configuration,
two simulations are performed, one is the case of increasing the target rate of
a TCP aggregate flow and another is the case of increasing the target rate of a
UDP aggregate flow. In the results of Fig. 4, the line closer to the Ideal has a
better proportional fairness. Therefore, we can find that the TRA3CM-TRBD
provides proportional fair bandwidth share better than other mechanisms.

Table 2. Network Configuration for the Simulation on the TCP and UDP Flows
with Different Target Rates

Marker(Dropper) flows RTT(ms) CTR(Mbps) PTR(Mbps) microflows

RATC/TATC UDP(9Mbps) 20 1(1∼10) x 6
(MRED) TCP 20 1∼10(1) x 6

TSW3CM(MRED) UDP(9Mbps) 20 1(1∼10) CTR+1 6
TRA3CM(TRBD) TCP 20 1∼10(1) CTR+1 6
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Fig. 4. Throughput Ratio of the Increasing CTR Flow to the Fixed CTR Flow
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4.2 Comparison According to Different RTTs and Target Rates

The network configuration for the simulation is shown in the Table 3. Each
microflow of UDP aggregate has the throughput of 1.5Mbps. The Fig. 5 (a)
shows the result of the case that target rates are 2, 4, and 1Mbps for UDP,
TCP1 and TCP2. The Fig. 5 (b) is the result for 1, 4, and 2Mbps for each. The
vertical axes of Fig. 5 are the generalized fair indices described in (17). Based on
experimental results, we can find that, under the condition with different RTTs
and target rates and TCP/UDP interaction, the TRA3CM and TRBD are able
to provide proportional fair bandwidth share better than other mechanisms.

Table 3. Network Configuration for Simulation on the TCP and UDP Flows
with Different RTTs and Target Rates

Marker(Dropper) flows RTT(ms) CTR(Mbps) PTR(Mbps) microflows

RATC/TATC UDP(9Mbps) 20 2(1) x 6
(MRED) TCP1 20 4(4) x 6

TCP2 20∼200 1(2) x 6

TSW3CM(MRED)/ UDP(9Mbps) 20 2(1) CTR+1 6
TRA3CM(TRBD) TCP1 20 4(4) CTR+1 6

TCP2 20∼200 1(2) CTR+1 6
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Fig. 5. Generalized Fairness Indices on the Flows with Different RTTs and Tar-
get Rates

The results show that the TRA3CM-TRBD mechanism consistently out-
performs other mechanisms in the proportional fairness. This is because the
TRA3CM and TRBD mechanisms coordinate for solving the various problems
against the proportional fairness.
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5 Conclusion and Further Work

It is difficult to provide proportional fairness with only marking mechanisms of an
edge node, because unresponsive flows such as UDP do not adjust the sending
rate according to marking probabilities and drop probabilities. Therefore, in
order to achieve the proportional fairness, a marker at an edge node and a
dropper at a core node need to interact with each other. In this paper, we have
designed the FDSA, which is composed of the proposed TRA3CM and TRBD
mechanisms. The TRA3CM at an edge node and the TRBD at a core node
cooperate to achieve the proportional fair bandwidth sharing. The simulation
results show that the TRA3CM and TRBD mechanisms are able to effectively
provide the proportional fairness for aggregate flows.

Further work involves enhancing the proposed mechanisms to fit a high speed
network and to consider relationship between aggregate flows and microflows.
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Abstract. In optical networks, traffic demands often demonstrate peri-
odic nature for which time-overlapping property can be utilized in rout-
ing and wavelength assignment (RWA). A RWA problem for scheduled
lightpath demands (SLDs) has been solved by combinatorial optimal so-
lution (COS) and graph coloring, or heuristic sequential RWA (sRWA).
Such methods are very complex and incurs large computational over-
head. In this paper, we propose an efficient RWA algorithm to utilize
the time disjoint property as well as space disjoint property through fast
grouping of SLDs. The computer simulation shows that our proposed
algorithm indeed achieves up to 54% faster computation with similar
number of wavelengths than the existing heuristic sRWA algorithm.

1 Introduction

Optical virtual private networks (OVPNs) are the key service networks provided
by an optical transport network (OTN) [1]. In OVPNs, connection requests
offered by clients can be classified into three different types: static, scheduled,
and dynamic. A set of static lightpath demands is provided by OVPN clients
in order to satisfy their minimal connectivity and capacity requirements. When
connection requests are dynamically established and released in time, such traffic
demands are called dynamic lightpath demands. Scheduled lightpath demands
may be required to increase the capacity of a network at specific times and/or
on certain links. For example, suppose that periodical backups of database are
required between the headquarter and production centers during office hours or
between data centers during nights. Then, the lightpath demands for the backups
of database are called scheduled lightpath demands (SLDs).

In real OTNs, we believe that most of demands will be considered as static
or scheduled for the time being. The reason is that the traffic load in a transport
network is fairly predictable because of its periodic nature [2][7]. Fig. 1 gives an
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indication of this phenomenon. The figure shows the traffic on the New York-
Washington link of the Abilene backbone network during a typical week. A
similar periodic pattern was observed on all the other links of the network in
the same period (This trend becomes greater during working hours). The figure
shows clear evidence of the connection between the traffic intensity and the
human usage pattern.

Routing and wavelength assignment (RWA) finds an appropriate route for a
traffic demand and assigns a wavelength to the route, and the problem is one of
the most important issues in wavelength division multiplexing (WDM) optical
networks [3]. Since RWA has a great impact on performance and cost of optical
networks, various approaches have been proposed [3][4][5][6]. The typical objec-
tives of RWA research are 1) to minimize the required number of wavelengths
under static connection requests, 2) to minimize the blocking probability un-
der given number of wavelengths and dynamic connection requests, or 3) to
minimize overall the network cost, e.g., wavelength converters. In the conven-
tional RWA research, traffic demands has been assumed to be either static or
dynamic. Noting the nature of the scheduled lightpath demands, we can utilize
more efficient RWA for SLDs.

An SLD can be represented by 4 tuple (s, t, μ, ω), where s and t are source
and destination nodes of a demand, μ and ω are setup and teardown times of a
demand. The SLDs for which setup and teardown times are known in advance
can take the advantage of the time scheduling property. That is, unless two light-
paths overlap in time, they can be assigned the same wavelength since the paths
are disjoint in time. So, in this paper, we propose an efficient RWA algorithm
in which SLDs with non-overlapping service times are grouped in order to en-
hance the performance of RWA. Our algorithm is shown to achieve up to 52%
performance improvement compared to the conventional RWA algorithms.

This paper is organized as follows. First, we discuss related works on RWA
in Section 2. We propose a RWA algorithm based on time disjoint path (TDP)
in Section 3. Performance evaluation of the proposed algorithm is presented in
Section 4. Finally, we conclude in Section 5.

2 Related Works

BGAforEDP is a simple and heuristic RWA algorithm [4][5]. It is a simple
edge disjoint paths scheme based on the shortest path algorithm [5]. Let GB

= (VB , EB) be the graph of a physical network, where VB and EB are the
set of vertices and the set of edges, respectively. And let τ be a demand set,
τ = {(s1, t1),. . . ,(sk , tk)}. BGAforEDP operates with GB , τ , and d, where d
is max(diam(GB),

√|EB |) [9]. The parameter d is used to limit the number of
hops for the assigned paths. First, the BGAforEDP algorithm randomly selects
a demand τi = (si, ti) from the demand set τ and finds the shortest path Pi for
this request. If the path length of Pi is less than the bound d, add (τi, Pi) to the
allocated path set P , and τi to the set of routed demands α(GB , τ). And then
it deletes the edges on Pi from GB and removes τi from τ . If the path length of
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Fig. 1. Traffic on the New York-Washington link of the Abilene backbone net-
work from April 2, 2003 to April 10, 2003 [7].

Pi is greater than d, the demand τi is not assigned the path. This is repeated
until the paths are not assigned to the remaining demands in τ . The set α(GB,
τ) then contains the demands that are assigned the same wavelength. Next, it
removes α(GB , τ) from τ , and obtain the set of unassigned lightpaths τ ′. Then
BGAforEDP performs RWA on the original GB and τ ′ to obtain the set of as-
signed lightpaths with another wavelength. This is repeated until τ ′ becomes
empty. The total number of assigned wavelengths is the result of this algorithm.

The BGAforEDP algorithm is suitable for static demands, but not appropri-
ate for SLDs, since SLDs have setup and teardown times in addition to source and
destination nodes [3]. In [7], the combinatorial optimal solution (COS) for SLDs
has been proposed. COS and graph coloring [6] approach has great complexity
and requires much time cost. Especially, as the number of demands increases,
the cost increases exponentially. For example, if there are 30 demands and each
demand has 3 possible shortest paths, the necessary number of operations is
330. The branch and bound (B&B) search algorithm is considered to reduce the
amount of calculation [10][11]. And Kuri et al. [7] proposed the meta-heuristic
tabu search algorithm, since B&B still incurs a lot of computational cost [12][8].
The performance of the tabu search algorithm is somewhat low and requires
high complexity. They also proposed sRWA [7] based on the first fit (FF) wave-
length assignment algorithm [4]. They, however, did not provide a mechanism to
take the property of time overlapping into consideration. Thus, in this paper, we
propose a new heuristic algorithm for SLDs, which has very little time cost and
complexity while achieving commensurate RWA performance with the others.

3 Proposed Time Disjoint Path RWA Algorithm

In static demands, one wavelength can not be assigned to two or more lightpaths
with overlapping links on their routes. If, however, the service times of two SLDs
do not overlap, two SLDs can use the same wavelength on the overlapping links.
In Fig. 2, there is an overlapping link between the shortest lightpaths of demands
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1 and 2. In the case of static demands, they can not be assigned the same
wavelength, but in the case of SLDs, they can be assigned the same wavelength
due to the time disjoint SLDs. We take the property into consideration.

SLD 1

(09:00 ~ 15:00)

SLD 2 

(18:00 ~ 23:00)

Fig. 2. Time disjoint paths for SLD1 and SLD2.

/* G(V, E) : network, λ : wavelength number, Δ : set of SLDs, ΔT : sets of time-disjoint
SLDs
P (G,Δ) : set of the assigned shortest paths of demands, α(G, Δ) : set of assigned
SLDs */

Input : G, Δ
Ouput : λ
01: Algorithm TDP-RWA(G, Δ)
02: TDP-Selector(G, Δ)

03: d = max(diam(G),
√

|E|)
04: λ = 0
05: While (Δ �= φ)
06: λ = λ + 1
07: RWAforTDP(G, ΔT , d)
08: Assign λ to all paths in P (G, Δ)
09: Δ = Δ - α(G, Δ)

Fig. 3. Proposed TDP-RWA algorithm.

Our algorithm, TDP-RWA, consists of two phases, grouping of time disjoint
SLDs (TDP-Selector) and RWA (RWAforTDP). Fig. 3 represents the pseudo
code of our proposed TDP-RWA algorithm. Let G(V,E) denote a network with
set of nodes V and set of links E. In the algorithm, λ, Δ, ΔT , P(G, Δ) and
α(G, Δ) denote wavelength number, the set of demands, set of grouped de-
mands, set of assigned shortest paths of demands, and set of assigned SLDs,
respectively. First, TDP-Selector groups SLDs according to setup and teardown
times of demands, and it returns grouped demands ΔT (line 2). We utilize d =
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max(diam(G),
√|E|) to limit unnecessarily long paths [9]. The steps from line

5 to line 9 are iterated until Δ becomes empty. The RWAforTDP function finds
appropriate paths for SLDs and returns α(G, Δ) and P(G, Δ) (line 7). Then all
the paths of P(G, Δ) are assigned a wavelength (line 8) and the assigned SLDs
are removed from Δ (line 9).

Input : G(V, E)
Δ={δ1, δ2, δ3, . . . , δn} : set of SLDs, which is sorted in an increasing order of

ωi of δi

δi=[si, ti, μi, ωi] (si : source, ti : destination, μi : setup time, ωi : teardown
time)
Output : ΔT ={ΔT1={δ1,1, . . . , δ1,|ΔT1|}, ΔT2={δ2,1, . . . , δ2,|ΔT2|}, . . . ,

ΔTk={δk,1, . . . , δk,|ΔT k|} } : set of grouped sets of time-disjoint SLDs
01: TDP-Selector(G, Δ)
02: j = 1
03: ΔTj = φ
04: While (Δ �= φ)
05: i = 1
06: δx = ith element in Δ, δz = ith element in Δ
07: ΔTj = ΔTj ∪ {δx}
08: While (δx �= last element in Δ)
09: i = i + 1
10: δx = ith element in Δ
11: If (μx ≥ ωz)
12: ΔTj = ΔTj ∪ {δx}
13: δz = δx

14: Δ = Δ - ΔTj

15: j = j + 1

Fig. 4. Grouping algorithm (TDP-Selector).

In the grouping phase (TDP-Selector), we make sets of non-time-overlapping
SLDs as illustrated in Fig. 4. First, we find a maximal set of time disjoint SLDs.
If there are some SLDs left after this first grouping, we group the time disjoint
SLDs among the remaining SLDs into another set. This procedure continues until
all SLDs are grouped into sets of time disjoint SLDs. The detailed operation of
the algorithm is as follows. The demands of the set Δ are sorted in an increasing
order of teardown time ωi. At first, group index j is set to 1 (line 2) and jth set
of time disjoint SLDs, ΔTj , is set to φ (line 3). Line 4 ∼ line 15 are iteratively
performed until Δ becomes empty. In line 5, current SLD index i is initialized
to 1. Then, δz and δx are set as the ith element in the sorted Δ (line 6). And
δx becomes the first element of ΔTj . After (i + 1)th element of Δ is set to δx,
teardown time ωz of δz is compared with setup time μx of δx (line 9 ∼ 11). If
μx ≥ ωz, then δx becomes an element of group ΔTj , since this indicates that
δx and δz are not time-overlapping (line 12). And the reference δz becomes δx

(line 13). Then it continues comparison with the next target δx while δx is not
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Fig. 5. An example of TDP-Selector for seven SLDs.

the last demand in Δ. After that, the SLDs in the set ΔTj are removed from Δ
(line 14). If there are still SLDs in Δ, j is increased and the algorithm continues
from line 4. This algorithm can group as many as possible time-disjoint SLDs.

Fig. 5 shows an example of the TDP-Selector algorithm. SLDs are sorted in
an increasing order of teardown time. At first, δ1 becomes the first element of
group ΔT1. And teardown time of δ1 is compared to the setup time of δ2. As
the setup time of δ2 is earlier than the teardown time of δ1, SLDs 1 and 2 are
time-overlapping. So the teardown time of δ1 is now compared to the setup time
of δ3. As the setup time of δ3 is later than or equal to the teardown time of δ1,
SLD δ3 is assigned to group ΔT1, and the new basis for comparison is now set to
δ3. Repeating comparisons, SLDs δ1, δ3, δ5 and δ7 are allocated to group ΔT1,
SLDs δ2 and δ4 are allocated to group ΔT2, and SLD δ6 is allocated to group
ΔT3.

In the RWA phase (RWAforTDP), paths and wavelengths for SLDs are allo-
cated. Fig. 6 is the pseudo codes of RWAforTDP. At first, α(G,Δ) and P (G,Δ)
are initialized. Line 5 ∼ line 10 are iterated as many as the number of groups
times the number of elements (SLDs) in each group. After finding a shortest
path of an SLD j in group i (line 5), this shortest path is compared to d. If the
length of the shortest path is not longer than d, α(G, Δ) includes the SLD and



348 Hyun Gi Ahn et al.

Input : G, Δ, d
Output : α(G, Δ), P (G, Δ)
01: Algorithm RWAforTDP(G, ΔT , d)
02: α(G, Δ) = φ, P (G, Δ) = φ
03: for i = 1 to |ΔT |
04: for j = 1 to |ΔTi|
05: find shortest path Pi,j for δi,j

06: if ((path length of Pi,j) ≤ d)
07: select path Pi,j for δi,j

08: α(G, Δ) = α(G, Δ) ∪ δi,j

09: P (G, Δ) = P (G, Δ) ∪ Pi,j

10: Delete the edges of the shortest paths in P (G, Δ) from G

Fig. 6. Proposed RWA algorithm (RWAforTDP).

P(G, Δ) includes the edges passed by the shortest path. Then all the edges of
the shortest paths in P(G, Δ) are removed from G in line 10.

Fig. 7 shows an example of the procedure of the overall TDP-RWA algorithm.
It first generates three groups of time disjoint SLDs. Then, it performs RWA for
group 1, i.e., δ1, δ3, δ5 and δ7, with the 1st wavelength. Note that since they
are not overlapping in time, all of them can be assigned the same wavelength.
The edges of the assigned paths are removed from the graph. Thus, in the 2nd
group, only δ8 is assigned the wavelength since δ2 and δ4 cannot find paths (Fig.
7(b), (c)). Similarly, in the 3rd group, δ6 is not able to be assigned a path (Fig.
7(c)). Since there are still SLDs waiting for RWA, another new wavelength is
considered. At this point, original graph is recovered. Then δ2 and δ4 (group 2)
and δ6 (group 3) are assigned the paths and the 2nd wavelength (Fig. 7(d), (e)).

4 Performance Evaluation

We evaluate and compare the performance of TDP-RWA with that of BGA-
forEDP [5], sRWA [7], and COS [7] in terms of the number of wavelengths and
running time. Network topologies used for performance evaluation are randomly
generated networks. We generate a random network by specifying the number
of nodes (|V |) in a graph G and the probability of an edge between any two
nodes pe. The demands are generated according to the probability of a demand
between any two nodes pl. On any source-destination pair, we assume that there
can be multiple demands Nc. We denote Tservice as the average service time of
demands and service time is assumed to be uniformly distributed among 0 and
24 hours. The smaller this value, the smaller the probability of time-overlapping
among SLDs becomes. We conduct simulations 1000 times for each simulation
condition and obtain the average number of wavelengths assigned.

Fig. 8(a) shows the number of wavelengths as pl increases in random networks
with 20 nodes when Nc is 3 or 5, pe is 0.4 and Tservice is 4 hours. Since the
number of demands increases as Nc and pl increase, the number of wavelengths
increases in general. In case of BGAforEDP the amount of increase in the number
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18:0016:007=(4, 7, 16:00, 18:00)

15:0013:005=(3, 5, 13:00, 15:00)
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10:0009:001=(3, 6, 09:00, 10:00)

SLD

18:0016:007=(4, 7, 16:00, 18:00)

15:0013:005=(3, 5, 13:00, 15:00)

13:0011:003=(2, 5, 11:00, 13:00)

10:0009:001=(3, 6, 09:00, 10:00)

SLD

18:0017:008=(6, 7, 17:00, 18:00)

15:0012:004=(1, 7, 12:00, 15:00)

11:0008:002=(4, 2, 08:00, 11:00)

SLD

18:0017:008=(6, 7, 17:00, 18:00)

15:0012:004=(1, 7, 12:00, 15:00)

11:0008:002=(4, 2, 08:00, 11:00)

SLD

15:0014:006=(1, 5, 14:00, 15:00)

SLD

15:0014:006=(1, 5, 14:00, 15:00)

SLD

15:0012:004=(1, 7, 12:00, 15:00)

11:0008:002=(4, 2, 08:00, 11:00)

SLD

15:0012:004=(1, 7, 12:00, 15:00)

11:0008:002=(4, 2, 08:00, 11:00)

SLD

15:0014:006=(1, 5, 14:00, 15:00)

SLD

15:0014:006=(1, 5, 14:00, 15:00)

SLD

(b) RWA of 2nd group ( =1)(a) RWA of 1st group ( =1) (c) RWA of 3rd group ( =1)

(d) RWA of 2nd group ( =2) (e) RWA of 3rd group ( =2)

Fig. 7. An example of the proposed TDP-RWA algorithm.

of wavelengths increases more as pl increases than TDP-RWA does. Especially,
for Nc = 5, this phenomenon becomes much greater. There is little difference
between TDP-RWA and sRWA. TDP-RWA is shown to reduce the number of
wavelengths up to about 25% than BGAforEDP. Our TDP-RWA uses slightly
more wavelengths than optimal COS.

Fig. 8(b) shows the number of wavelengths as pe increases in random networks
with 18 nodes when Nc is 3 or 5, pl is 0.3 and Tservice is 4 hours. Since increasing
the number of edges makes the network more connected and thus generates
more candidate paths, the number of wavelengths is shown to decrease. The
performance of BGAforEDP is very low comparing to other algorithms and the
performance of our proposed TDP-RWA is similar sRWA (up to 2.1% difference).
COS is shown to reduce the number of wavelengths up to about 9.1% ∼ 9.3%
than TDP-RWA or sRWA.

In Fig. 8(c), the number of wavelengths in random networks (|V | = 20) is
presented when Nc is 3 or 5, pl is 0.3 and pe is 0.3. Varying Tservice affects the
property of time overlapping for SLDs. Since the probability of time overlapping
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Fig. 8. Performance evaluation of TDP-RWA.

is low in case of smaller Tservice, the number of wavelengths is shown to decrease
as Tservice becomes smaller. Our TDP-RWA is shown to utilize almost the same
wavelengths as sRWA (up to 2.98% difference).

In Fig. 8(d), we illustrate average execution time as pl increases in random
networks (|V | = 20) when Nc is 3, pe is 0.4 and Tservice is 4 hours. The av-
erage execution time of COS is more than 2000 sec, which can not be shown
in the figure. But the average execution time of other heuristic algorithms is 5
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sec ∼ 37 sec. BGAforEDP is the fastest algorithm since it does not utilize any
time overlapping property. Our TDP-RWA is faster than sRWA up to 54%. Be-
cause of fast grouping, our proposed TDP-RWA has similar execution time with
BGAforEDP. The reason why sRWA is slow is that it requires edge comparison
for already assigned paths when a demand is assigned a path and a wavelength.

5 Conclusion

In this paper, we have proposed the TDP-RWA algorithm to solve the RWA
problem efficiently for SLDs. The optimal COS has very high complexity and
requires large time cost, and sRWA based on the FF algorithm requires addi-
tional execution time cost and huge memory overhead due to edge comparison.
The proposed TDP-RWA is shown to be a fast algorithm to utilize time dis-
joint paths through fast grouping as well as conventional space disjoint paths.
The simulation results for random networks show that our TDP-RWA has the
faster execution time than sRWA without additional memory overhead while its
performance is commensurate with sRWA.
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Abstract. This paper investigates the role of nodal degree (meshing
degree) in optical burst switching (OBS) mesh networks using signal-
ing protocols with one-way reservation schemes. The analysis is focused
on the following topologies: rings, degree-three chordal rings, degree-four
chordal rings, degree-five chordal rings, mesh-torus, NSFNET, ARPANET
and the European Optical Network. It is shown that when the nodal de-
gree increases from 2 to around 3, the largest gain is observed for degree-
three chordal rings (slightly less than three orders of magnitude) and the
smallest gain is observed for the ARPANET (less than one order of mag-
nitude). On the other hand, when the nodal degree increases from 2 to
around 4, the largest gain is observed for degree-four chordal rings (with
a gain between four and five orders of magnitude) and the smallest gain
is observed for the European Optical Network (with a gain less than one
order of magnitude). Since burst loss probability is a key issue in OBS
networks, these results clearly show the importance of the way links are
connected in this kind of networks.

1 Introduction

Optical burst switching (OBS) [1]-[4] has been proposed to overcome the tech-
nical limitations of optical packet switching, namely the lack of optical random
access memory and to the problems with synchronization. OBS is a technical
compromise between wavelength routing and optical packet switching, since it
does not require optical buffering or packet-level processing and is more efficient
than circuit switching if the traffic volume does not require a full wavelength
channel. In OBS networks, IP (Internet Protocol) packets are assembled into
very large size packets called data bursts. These bursts are transmitted after a
burst header packet, with a delay of some offset time. Each burst header packet
contains routing and scheduling information and is processed at the electronic
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level, before the arrival of the corresponding data burst. Several signaling proto-
cols have been proposed for optical burst switching networks. In this paper, we
concentrate on just-in-time (JIT) [3], JumpStart [4]-[6], JIT+ [7], just-enough-
time (JET) [1], and Horizon [2] signaling protocols.

A major concern in OBS networks is the contention and burst loss. The
two main sources of burst loss are related with the contention on the outgoing
data burst channels and on the outgoing control channel. In this paper, we
consider bufferless networks and we concentrate on the loss of data bursts in
OBS networks.

The reminder of this paper is organized as follows. In section 2, we present
an overview of signaling protocols with one-way reservation schemes. In section
3, we describe the model of the OBS network under study, and in section 4 we
discuss performance implications of the nodal degree for OBS networks with
mesh topologies. Main conclusions are presented in section 5.

2 Signaling Protocols with One-Way Reservation
Schemes

In OBS networks, the burst offset is the interval of time, at the source node,
between the transmission of the first bit of the setup message and the trans-
mission of the first bit of the data burst. According to the length of the burst
offset, signaling protocols may be classified into three classes: no reservation,
one-way reservation and two-way reservation. In the first class, the burst is sent
immediately after the setup message and the offset is only the transmission time
of the setup message. This first class is practical only when the switch configu-
ration time and the switch processing time of a setup message are very short.
The Tell And Go (TAG) protocol [8] belongs to this class. In signaling proto-
cols with one-way reservation, a burst is sent shortly after the setup message,
and the source node does not wait for the acknowledgement sent by the des-
tination node. Therefore, the size of the offset is between transmission time of
the setup message and the round-trip delay of the setup message. Different opti-
cal burst switching mechanisms may choose different offset values in this range.
JIT, JIT+, JumpStart, JET and Horizon are examples of signaling protocols
using one-way reservation schemes. The offset in two-way reservation class is the
time required to receive an acknowledgement from the destination. The major
drawback of this class is the long offset time, which causes the long data de-
lay. Examples of signaling protocols using this class include the Tell And Wait
(TAW) protocol [8] and the scheme proposed in [9]. Due to the impairments
of no reservation and two-way reservation classes, we concentrate the study in
one-way reservation schemes. Therefore, the remaining of this session provides
an overview of signaling protocols with one-way wavelength reservation schemes
for optical burst switching networks. One-way reservation schemes may be clas-
sified, regarding the way in which output wavelengths are reserved for bursts,
as immediate and delayed reservation. JIT and JIT+ are examples of immediate
wavelength reservation, while JET and Horizon are examples of delayed reser-
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vation schemes. The JumpStart signaling protocol may be implemented using
either immediate or delayed reservation.

The JIT signaling protocol considers that an output wavelength is reserved
for a burst immediately after the arrival of the corresponding setup message. If
a wavelength cannot be reserved immediately, then the setup message is rejected
and the corresponding burst is dropped. JIT+ is a modified version of the imme-
diate reservation scheme of JIT. Under JIT+, an output wavelength is reserved
for a burst if (1) the arrival time of the burst is later than the time horizon of
the wavelength and (2) the wavelength has at most one other reservation. Ac-
cording to the authors, this signaling protocol does not perform any void filling.
Comparing JIT+ with JET and Horizon, last ones permit an unlimited number
of delayed reservations per wavelength, whereas JIT+ limits the number of such
operations to at most one per wavelength. On the other hand, JIT+ maintains
all the advantages of JIT in terms of simplicity of hardware implementation.

Delayed reservation, exemplified by JET and Horizon signaling protocols,
considers that an output wavelength is reserved for a burst just before the arrival
of the first bit of the burst. If, upon arrival of the setup message, it is determined
that no wavelength can be reserved at the suitable time, then the setup message
is rejected and the corresponding burst is dropped. In this kind of reservation
scheme, when a burst is accepted in an OBS node, the output wavelength is
reserved for an amount of time equal to the length of the burst plus TOXC ,
being TOXC the amount of time needed to configure the switch fabric of the
OXC in order to set up a connection from an input port to an output port.

The Horizon considers that an output wavelength is reserved for a burst only
if the arrival time of the burst is later than the time horizon of the wavelength.
If, upon arrival of the setup message, it is determined that the arrival time of
the burst is earlier than the smallest time horizon of any wavelength, then the
setup message is rejected and the corresponding burst is dropped.

On the other hand, JET signaling protocol is the most known delayed wave-
length reservation scheme with void filling, which uses information to predict the
start and the end of the burst. In this protocol, an output wavelength is reserved
for a burst if the arrival time of the burst (1) is later than the time horizon of
the wavelength, or (2) coincides with a void on the wavelength, and the end of
the burst (plus the OXC configuration time TOXC) occurs before the end of the
void. If, upon arrival of the setup message, it is determined that none of these
conditions are satisfied for any wavelength, then the setup message is rejected
and the corresponding burst dropped.

3 Network Model

We consider OBS networks with the following mesh topologies: chordal rings
with nodal degrees between 3 and 5, mesh-torus with 16 and 20 nodes, the
NSFNET with 14-node and 21 links [10], the NSFNET with 16 nodes and 25
links [11], the ARPANET with 20 nodes and 32 links [10], [12], and the Euro-
pean Optical Network (EON) with 19 nodes and 37 links [13]. For comparison
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purposes bi-directional ring topologies are also considered. These topologies have
the following nodal degree: ring: 2.0; degree-three chordal ring: 3.0; degree-four
chordal ring: 4.0; degree-five chordal ring: 5.0; mesh-torus: 4.0; NSFNET with
14-node and 21 links: 3.0; the NSFNET with 16 nodes and 25 links: 3.125; the
ARPANET with 20 nodes and 32 links: 3.2; and the EON: 3.895.

Chordal rings are a well-known family of regular degree three topologies pro-
posed by Arden and Lee in early eighties for interconnection of multi-computer
systems [14]. A chordal ring is basically a bi-directional ring network, in which
each node has an additional bi-directional link, called a chord. The number
of nodes in a chordal ring is assumed to be even, and nodes are indexed as
0,1,2,...,N -1 around the N -node ring. It is also assumed that each odd-numbered
node i (i=1,3,...,N -1) is connected to a node (i+w)mod N, where w is the chord
length, which is assumed to be positive odd. For a given number of nodes there
is an optimal chord length that leads to the smallest network diameter. The
network diameter is the largest among all of the shortest path lengths between
all pairs of nodes, being the length of a path determined by the number of hops.
In each node of a chordal ring, we have a link to the previous node, a link to
the next node and a chord. Here, we assumed that the links to the previous and
to the next nodes are replaced by chords. Thus, each node has three chords,
instead of one. Let w1, w2, and w3 be the corresponding chord lengths, and
N the number of nodes. We represented a general degree three topology by
D3T(w1, w2, w3). We assumed that each odd-numbered node i (i=1, 3, ..., N -
1) is connected to the nodes (i+w1)mod N, (i+w2)mod N, and (i+w3)mod N,
where the chord lengths, w1, w2, and w3 are assumed to be positive odd, with
w1 ≤ N − 1,w2 ≤ N − 1, and w3 ≤ N− 1, and wi �= wj, ∀i �= j and 1 ≤ i,j ≤ 3.
In this notation, a chordal ring with chord length w is simply represented by
D3T(1,N -1,w3).

Now, we introduce a general topology for a given nodal degree. We assume
that instead of a topology with nodal degree of 3, we have a topology with a
nodal degree of n, where n is a positive integer, and instead of having 3 chords
we have n chords. We also assume that each odd-numbered node i (i=1,3,...,N -
1) is connected to the nodes (i+w)mod N, (i+w2)mod N, ..., (i+wn)mod N,
where the chord lengths, w1, w2, ..., wn are assumed to be positive odd, with
w1 ≤ N − 1,w2 ≤ N − 1, ...,wn ≤ N − 1, and wi �= wj, ∀i �= j and 1 ≤ i,j ≤ n.
Now, we introduce a new notation: a general degree n topology is represented
by DnT(w1, w2,...,wn). In this new notation, a chordal ring family with chord
length w is represented by D3T(1,N -1,w). In this new notation, a chordal ring
family with a chord length of w3 is represented by D3T(1,N -1,w3) and a bi-
directional ring is represented by D2T(1,N -1).

We assume that each node of the OBS network supports F+1 wavelength
channels per unidirectional link. One wavelength is used for signaling (carries
setup messages) and the other F wavelengths carry data bursts. Each OBS node
consists of two main components [7]: i) a signaling engine, which implements the
OBS signaling protocol and related forwarding and control functions; and ii) an
optical cross-connect (OXC), which performs the switching of bursts from input
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to output. It is assumed that each OXC consists of non-blocking space-division
switch fabric, with full conversion capability, but without optical buffers. It is
assumed that each OBS node requires [12]: i) an amount of time, TOXC , to
configure the switch fabric of the OXC in order to set up a connection from an
input port to an output port, and requires ii) an amount of time, Tsetup(X) to
process the setup message for the signaling protocol X, where X can be JIT,
JET, horizon, and JumpStart. It is also considered the offset value of a burst
under reservation scheme X, Toffset(X), which depends, among other factors,
on the signaling protocol, the number of nodes the burst has already traversed,
and if the offset value is used for service differentiation. In this study, it is as-
sumed that [7]: TOXC = 10ms, Tsetup(JIT ) = 12.5μs, Tsetup(JIT+) = 12.5μs,
Tsetup(JumpSart) = 12.5μs, Tsetup(JET ) = 50μs, Tsetup(Horizon) = 25μs,
the mean burst size, 1/μ, was set to 50ms, and the burst arrival rate λ, is such
that λ/μ = 32.

4 Performance Assessment

In this section, we investigate the influence of nodal degree on the performance
of OBS mesh networks for JIT, JIT+, JumpStart, JET, and Horizon signaling
protocols. Details about the simulator used to produce simulation results can be
found in [15].

In chordal ring topologies, different chord lengths can lead to different net-
work diameters, and, therefore, to a different number of hops. One interesting
result that we found is concerned with the diameters of the D3T(w1,w2,w3)
families, for which w2=(w1+2)mod N or w2=(w1-2)mod N. Each family of
this kind, i.e. D3T(w1,(w1+2)mod N, w3) or D3T(w1, (w1-2)mod N, w3), with
1 ≤ w1 ≤ 19 and w1 �= w2 �= w3, has a diameter which is a shifted version (with
respect to w3) of the diameter of the chordal ring family (D3T(1, N -1, w3)). For
this reason, we concentrate the analysis on hordal ring networks, i. e., D3T(1,
19, w3).

In order to quantify the benefits due to the increase of nodal degree, we
introduce the nodal degree gain, G(n−1),n(i, j), defined as:

Gn−1,n(i, j) =
Pi(n− 1)
Pj(n)

(1)

where Pi(n−1) is the burst blocking probability in the i-th hop of a degree (n-1)
topology and Pj(n) is the burst blocking probability in the j -th hop of a degree
n topology, for the same network conditions (same number of data wavelengths
per link, same number of nodes, etc), and for the same signaling protocol.

Figures 1, 2, 3, 4, and 5 show, respectively for JIT, JET, Horizon, JIT+,
and JumpStart, the nodal degree gain, in the last hop of each topology, due
to the increase of the nodal degree from 2 (D2T(1,15)) to: 3 (D3T(1, 15, 5)),
3.125 (NSFNET), 4 (D4T(1,15,5,13) and mesh-torus), and 5 (D5T(1,15,7,3,9)).
Concerning chordal rings, we have chosen among several topologies with smallest
diameter the ones that led to the best network performance. As may be seen in
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those figures, the considered topologies may be sorted from the best performance
for the worst performance as: D4T(1,15,5,13, D5T(1,15,7,3,9), D3T(1, 15, w3),
mesh-torus, and NSFNET.

We observed that the performance of the NSFNET is very close to the perfor-
mance of degree-three chordal rings with chord length of w3=3 or w3=7 (figure
not shown due to space limitations). This results reveals the importance of the
way links are connected in the network, since chordal rings and NSFNET have
similar nodal degrees and therefore a similar number of network links. Also
interesting is the fact that degree-three chordal rings with w3=5 have better
performance than mesh-torus networks, which have a nodal degree of 4, i. e.,
more 25% of network links. Results presented in these figures (1 to 5) 2 were ob-
tained for the JIT, JIT+, JumpStart, JET, and Horizon protocols, and, as may
be seen, their performance is very close, except for D5T in which a variation
within one order of magnitude is observed.

Fig. 1. Nodal degree gain due to the increase of the nodal degree from 2
(D2T(1,15)) to: 3 (D3T(1, 15, w3)), 3.125 (NSFNET), 4 (D4T(1,15,5,13) and
mesh-torus), and 5 (D5T(1,15,7,3,9)), as function of the number of data chan-
nels, in the last hop of each topology, for JIT signaling protocol; N =16.

Since the burst blocking probability is a major issue in OBS networks, clearly
ring topologies are the worst choice for these network due to very high blocking
probabilities and, surprisingly, degree-three chordal rings with smallest diameter
have a very good performance with burst blocking probabilities ranging from
10−3−10−5, depending on the number of hops. For 16 nodes and 64 data channels
per link, the nodal degree gain due to the increase of nodal degree from 2 (rings)
to 3 (chordal ring with smallest diameter) is about three orders of magnitude
in the last hop. This nodal degree gain increases to between 4 and 5 orders of
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Fig. 2. Nodal degree gain due to the increase of the nodal degree from 2
(D2T(1,15)) to: 3 (D3T(1, 15, w3)), 3.125 (NSFNET), 4 (D4T(1,15,5,13) and
mesh-torus), and 5 (D5T(1,15,7,3,9)), as function of the number of data chan-
nels, in the last hop of each topology, for JET signaling protocol; N =16.

Fig. 3. Nodal degree gain due to the increase of the nodal degree from 2
(D2T(1,15)) to: 3 (D3T(1, 15, w3)), 3.125 (NSFNET), 4 (D4T(1,15,5,13) and
mesh-torus), and 5 (D5T(1,15,7,3,9)), as function of the number of data chan-
nels, in the last hop of each topology, for Horizon signaling protocol; N =16.
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Fig. 4. Nodal degree gain due to the increase of the nodal degree from 2
(D2T(1,15)) to: 3 (D3T(1, 15, w3)), 3.125 (NSFNET), 4 (D4T(1,15,5,13) and
mesh-torus), and 5 (D5T(1,15,7,3,9)), as function of the number of data chan-
nels, in the last hop of each topology, for JIT+ signaling protocol; N =16.

Fig. 5. Nodal degree gain due to the increase of the nodal degree from 2
(D2T(1,15)) to: 3 (D3T(1, 15, w3)), 3.125 (NSFNET), 4 (D4T(1,15,5,13) and
mesh-torus), and 5 (D5T(1,15,7,3,9)), as function of the number of data chan-
nels, in the last hop of each topology, for JumpStart signaling protocol; N =16.
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Fig. 6. Nodal degree gain in the last hop of each topology, as a function of the
nodal degree, due to the increase of the nodal degree from 2 (D2T(1,15)) to:
3 (D3T(1, 15, 5) and D3T(1, 19, 7)), 3.125 (NSFNET), 4 (D4T(1,15,5,13) and
mesh-torus with 16 and 25 nodes), and 5 (D5T(1,15,7,3,9)), for JIT signaling
protocol; F=64.

magnitude if the nodal degree increases from 2 (rings) to 4 (D4T(1,15,5,13)),
and increases to around 4 orders of magnitude if the nodal degree increases from
2 (rings) to 5 (D5T(1,15,7,3, 9)).

Fig. 6 shows the nodal degree gain, as a function of the nodal degree, due
to the increase of the nodal degree from 2 (D2T(1,15)) to: 3 (D3T(1, 15, 5)
and D3T(1, 19, 7)), 3.125 (NSFNET), 4 (D4T(1,15,5,13) and mesh-torus with
16 and 25 nodes), and 5 (D5T(1,15,7,3,9)). As may be seen, when the nodal
degree increases from 2 to around 3, the largest gain is observed for degree-three
chordal rings (a bit less than three orders of magnitude) and the smallest gain is
observed for the ARPANET (less than one order of magnitude). When the nodal
degree increases from 2 to around 4, the largest gain is observed for degree-four
chordal rings (with a gain between four and five orders of magnitude) and the
smallest gain is observed for the European Optical Network (with a gain less
than one order of magnitude). These results clearly show the importance of the
way links are connected in OBS networks, since, in this kind of networks, burst
loss probability is a key issue.

5 Conclusions

In this paper, we discussed performance implications of the nodal degree for OBS
mesh networks with the following topologies: rings, chordal rings, mesh-torus,
NSFNET, ARPANET and the EON. It was shown that when the nodal degree



Performance Implications of Nodal Degree 361

increases from 2 to around 3, a larger gain of slightly less than three orders
of magnitude is observed for degree-three chordal rings and a smaller gain less
than one order of magnitude is observed for the ARPANET. When the nodal
degree increases from 2 to around 4, a larger gain between four and five orders
of magnitude is observed for degree-four chordal rings and a smaller gain less
than one order of magnitude is observed for the European Optical Network.
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Abstract. Optical Burst Switching (OBS) has intrinsically time-sensi-
tive nature with the separation of the header and the payload. Thus,
minute care for offset-time is definitely required, which has not been a
highlighted issue in an existing OBS research. In this paper, we focus on
the relatively early arrival of the data burst due to the excessive queueing
delay of the burst control packet (BCP) under a heavily loaded network.
We propose a new scheduling algorithm for the OBS control channel,
the Offset-Time Compensation (OTC) algorithm to solve the early ar-
rival problem incurring the data burst drop. In the OTC algorithm, the
offset-time is determined by the existing static offset-time scheme and
the proposed dynamic offset-time reflecting the offered load of the OBS
network. scheme varying with the network condition. By scheduling the
BCP, the OTC can reduce the data burst loss rate due to early arrival.
With the dynamic offset-time scheme, the data burst loss rate decreases
significantly and maintains regular rate regardless of the offered load. We
also expend the OTC, QoS-Aware (QA) OTC to provides controllable
QoS differentiation in terms of data burst loss rate due to early arrival.
The service objective of higher class is satisfied even in a heavily loaded
situation.

1 Introduction

Optical burst switching (OBS) is an attractive technology for increasing network
utilization in wavelength paths because of the potential of the fine-granularity
optical switching. An original feature of the OBS is the physical separation of
the optical data transport and the electronic control of the switch about data
burst, which can facilitate the electronic processing of Burst Control Packet
(BCP) at OBS core nodes and provides end-to-end transparent optical paths
for transporting the data burst [1]. A data burst may enter into the optical
switching fabric before its control packet has been fully processed due to excessive
processing delay of the BCPs. This event is called ‘early arrival’ which can result
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in the data burst loss in the OBS core nodes. We propose a new scheduling
algorithm for the OBS control channel, the Offset Time Compensation (OTC)
algorithm, which schedules the BCP to compensate the offset time difference.
Thus, it makes the BCP arrive at the switching fabric of a node at a scheduled
time. We introduce two schemes for determining the initial offset time value:
1) the static offset time scheme, and 2) the dynamic offset time scheme. In
Section 2, we describe the offset-time issues, while in Section 3, we propose
the OTC algorithm to reduce the early arrival rate and the QoS-Aware (QA)
OTC algorithm to provide differentiate service. Section 4 presents our simulation
results of the OTC and QA-OTC algorithm related to the data burst loss rate
due to early arrival. And finally, in Section 5, we offer our conclusions.

2 Offset-Time Issues

2.1 Early Arrival Problem in OBS Network

The offset time indicates the difference between the arrival time of the BCP and
that of the data burst [1, 2]. It is necessary because the BCP incurs a processing
delay at each switch while the data burst does not. In a conventional manner,
the offset time T is set to be at least Hd, where H is the number of hops between
the source and the destination, and d is the defined (expected) processing time
incurred by the BCP packet at a core node which is determined as the same
value at each core node [1, 2]. When congestion occurs in the control channel,
the elapsed time in the switching module of each core node increases. If a data
burst enters into the optical switching matrix before its BCP has been processed,
the data burst is simply dropped because the optical switch is not configured for
the early arrived data burst. This is referred to as the so called ‘early arrival’
phenomenon [10]. Remarkably, the difference between the defined offset-time and
the actual (experienced) offset-time results in inevitable data burst loss.

2.2 Related Works

There have been some related studies on the offset-time in the OBS network.
First, offset time-based QoS techniques [4, 5] use the fact that bursts with larger
offset times are blocked less, and that the high priority class achieves significant
blocking reduction, while the low priority class experiences increased blocking.
It actually relies on the fact that requests for reservation further into future
are most likely to succeed since the number of bursts already in the schedule is
smaller on average. However, as bursts proceed through a network, their residual
offset time decreases. The further a burst goes, the more likely it is to be blocked,
leading to many bursts consuming many network resources only to be blocked
not far from their destinations. There are two scheduling algorithms used to
reduce the blocking of bursts with long route lengths by finding a way to give
them priority over short route bursts in the wavelength scheduling algorithm.

A merit-based scheduling algorithm [6], which ranks an arriving burst against
those which have already been scheduled for transmission, preempts the one



364 In-Yong Hwang, Jeong-Hee Ryou, and Hong-Shik Park

which will cause the least impact in terms of lost resources in favor of the new
arrival. Even though it uses the offset time information, it only concentrates
on data channel scheduling with no consideration of control channel scheduling.
Thus, it can not solve the early arrival problem. In the BSCOT algorithm [7],
a BCP with a short residual offset-time is served prior to the BCPs with long
residual offset-time, so it can reduce the data burst loss rate at each node and
the total loss rate over the entire network. Both algorithms assume that the
offset-time can vary along with the offered load to the OBS network; however,
they are only focused on the residual offset time proportional to the remaining
hops, and do not consider the time difference between the estimated offset time
and actual offset time. As the experienced offset-time is larger than the defined
offset-time, it is difficult to avoid the early arrival problem due to congestion in
the control channel.

3 Offset-Time Compensation (OTC) Scheduling
Algorithm

We introduce our proposed the offset-time decision scheme and the OTC algo-
rithm to avoid the early arrival problem and provide differentiated QoS in the
OBS networks.

3.1 Offset-Time Decision

Static offset-time In the static offset-time scheme the defined offset-time is
fixed, similar to the existing approach. Because the network situation dose
not reflected on the application of the algorithm. If the network load in-
creases, the congestion occurs in the control channel, which naturally results
in increasing data burst loss rate due to the early arrival problem [1, 2].

Dynamic offset-time The offset-time varies according to the network condi-
tion. The BCP is transmitted backward from the destination node to the
source node. The destination node continues to monitor the BCP arrival
and maintain the information of defined end-to-end delay of the BCP Dd .
When the BCP arrives at the destination node, experienced end-to-end delay
De is obtained by using the defined offset-time field TD offset of the BCP:
De = Dd − TD offset. Dd is updated by average De for a certain time. This
updated Dd is transmitted to a source node by the backward BCP, then the
source node uses this updated Dd as the defined offset-time TD offset.

3.2 OTC Algorithm

The OTC is a priority scheduler for the OBS control channel in which the priority
of a packet increase proportionally with its compensation time and waiting time.
We define two offset-time fields of the BCP for the OTC.

– TD offset : defined offset-time
– TE offset : experienced offset-time



Offset-Time Compensation Algorithm 365

The BCP carries the information about experienced offset-time and defined
offset-time. Initially, these fields have the same value at a source node, and are
updated at each core node via the route from the source to the destination.

TD offset,t′ = TD offset,t −Δ (1)

TE offset,t′ = TE offset,t − (tout − tin) (2)

The defined offset-time field decreases as the defined per-hop processing delay
of the BCP Δ, at each node. However, the experienced offset-time field decrease
actually suffers a processing delay of the BCP, which is the difference between
the departure time of a BCP tout at a node, and the arrival time of the BCP tin
at a node.

The priority of a packet in queue i at time t is determined by compensa-
tion time ti,t, which is the offset-time difference between the defined and the
experienced, and waiting time di,t.

ti,t = TD offset,t − TE offset,t (3)

pi,t = ti,t + di,t (4)

The OTC scheduler consists of various numbers of queues. When a BCP
arrives at switch fabric of an OBS core node, it can be time stamped with
its arrival time and then entered into any one of the multiple queues. When
a scheduler has to dequeue a BCP, it computes its priority pi,t, of each first
packet of each queue using (4), and the BCP with the highest priority is served
first. In terms of scalability and performance, the OTC requires at most N -
1 comparisons for each packet transmission, which is a minor overhead. An
important requirement is that packets have to be time-stamped upon arrival so
that delays can be measured.

3.3 QA OTC

We propose a new scheme with controllable QoS differentiation on delay variance
and data burst loss rate due to the early arrival problem by using scheduling in
the control channel. The basic principles are the same as the OTC scheduling
algorithm which is that instant priority of packets at the head of queue is de-
termined by the difference between the defined offset-time and the experienced
offset-time. There are some modifications for supporting the QoS differentiation.
Fist of all, The QA-OTC scheduler maintain n queues Q1, Q2,... ,and Qn, with
Qi being used to store the BCPs of Class-i data burst. The priority pi,t, of a
packet in queue i at time t is determined by compensation time ti,t, which is the
difference between the defined offset-time and the experienced offset-time, and
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the waiting time di,t. The weight wi determines the rate with which the priority
of the packets of a certain class increases.

pi,t = ti,t + di,t · wi (5)

4 Performance Evaluation

We present some simulation results to evaluate our algorithm comparing ex-
isting FIFO for the OBS control channel. The performance metrics we use for
this comparison is the data burst loss rate due to early arrival. We simulate
the algorithm in a 5*5 lattice topology. In this topology, user traffic is gener-
ated at each node which traverses the various hops through the shortest path.
To generate self-similar traffic which is considered a real OBS control channel,
all traffic sources have a pareto-distributed ON/OFF process with a mean ton

(0.2ms) of the ON period, a mean toff (0.2ms) of the OFF period, and 1.2 for
shape parameter α reporting the measured Hurst parameter of 0.9. All source
agents generate packets with a fixed size of 64 bytes [3, 4, and 5].

4.1 Data Burst Loss Rate due to EA with OTC

We present the data burst loss rate due to EA performance for the 8, and 16
hops as a function of load in Fig. 1, and 2, respectively. Fig. 1 (a), and 2 (a)
show the data burst loss rate due to EA with the static offset-time scheme.
Fig. 1 (b), and 2 (b) show the data burst loss rate due to EA when we use the
dynamic offset-time scheme. The results of data burst loss due to EA are the
accumulated effects of every node in the route of packet. As the load increases,
the data burst loss rate increases. These results show that the OTC scheduler
has better performance than the FIFO scheduler. With the static offset -time
scheme, the defined offset-time has fixed value. So, the criterion of the EA is also
fixed regardless of the load. When network load increases, the data burst loss rate
due to the EA increases accordingly. With the dynamic offset-time scheme, the
defined offset-time value varies and the criterion of the EA also varies according
to the network load.

4.2 Data Burst Loss Rate due to EA with QA-OTC

We present data burst loss rate due to EA performance of the QA-OTC for 4
and 16 hops as a function of load in Fig. 3 and 4, respectively. Fig. 1 (a) and 2
(a) show the data burst loss rate due to EA with the static offset-time scheme.
Fig. 3 (b) and 4 (b) show the data burst loss rate due to EA when we use the
dynamic offset-time scheme. The data burst loss rate due to EA in the case of
16 hops is generally larger than in the case of 4 hops. The results show that the
OTC provides the differential service in terms of the data burst loss rate due
to EA. More specifically, the class1 and class 2 have a lower data loss rate than
the classless case (or average); while class 3 and class 4 have a higher loss rate
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Fig. 1. Data burst loss rate due to EA for FIFO vs. OTC in 8 hops.

Fig. 2. Data burst loss rate due to EA for FIFO vs. OTC in 16 hops.

because of their low priority. The results show that the performance satisfies
the service objective in terms of the data burst loss rate due to EA, 10−2 in
the case of class 1, and 10−1 in the case of class 2, respectively. Data burst loss
rate due to the EA of a higher priority packet remarkably decreases in both
the static offset-time scheme and the dynamic offset-time scheme. In the case of
the static offset-time scheme, as the load increases, the data burst loss rate due
to EA increases in all hops of the network. We know that class 1 and class 2
have a lower loss rate than the criterion of the service objective in terms of data
burst loss rate due to EA. In the case of the dynamic offset-time scheme, the
performance of the QA-OTC is much better than the static offset-time scheme
from two points of view. First, the data burst loss rate due to EA is generally
small in the every class with regardless of network condition and also provide
the differential rate of this performance according to the class of traffic. And
second, the degree of differential performance is larger than in a heavily loaded
network condition.
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Fig. 3. Data burst loss rate due to EA for FIFO vs. OTC in 4 hops.

Fig. 4. Data burst loss rate due to EA for FIFO vs. OTC in 16 hops.

5 Conclusion

We proposed an Offset-time Compensation (OTC) scheduling algorithm for an
OBS control channel. It is mainly focused on the offset-time differential prob-
lem of an OBS network. To reduce the data burst loss due to early arrival, we
attempted to make the BCP arrive at the defined offset-time by compensating
the excessive time. An extended OTC algorithm, QA-OTC, can support differ-
entiated service by prioritizing BCPs with multiple queues. In our simulation
results, the OTC shows better performance than the traditional FIFO for OBS
control channel in terms of the data loss rate due to early arrival, In particular,
in the case of using the dynamic offset-time scheme for QA-OTC, the data burst
loss rate is almost under 10−3, regardless of the offered load.
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Abstract. Previous researches are restricted to scalability or complexity
of implementation and are occurred both a high transmission delay and
a delay variation resulted from resource reservation over UMTS packet
network. Moreover, these techniques are limited to guarantee quality of
service over UMTS packet network because these don’t define mapping
relation between service classes based on traffic characteristic to maintain
consistent QoS characteristic between network elements in accordance
with use different protocols and service domains. This paper proposes
service architecture of a boundary node for design quality guaranteed
network that be able to offer high-speed wireless multimedia service and
a mapping algorithms based on traffic characteristic, also evaluates to
verify reasonableness of mapping algorithms between service classes and
proves excellence of quality guaranteed network.

1 Introduction

As converging current heterogeneous networks into an all IP network, UMTS
packet network [1] has been requested to guarantee satisfied QoS for various
traffics [2]. Many researches have been studied for the issues [3, 4, 5, 6, 7]. How-
ever, current UMTS packet network only provides best-effort service for IP based
packet service, so it can not guarantee various data quality requested from users
due to some problems such as network congestion and packet loss. Thus, UMTS
packet network should support IP QoS for IP based packet service oriented for
all IP network. For this, several researches [3, 4, 5, 6] are proposed. They pro-
pose IntServ or DiffServ model over UMTS packet network. They have several
problems such as implementation difficulty, constraints of scalability, increase of
resource reservation overhead. Furthermore, they have a critical problem that
relationship between its own class of UMTS and class for internet QoS model is
not clear.

We apply DiffServ over MPLS model for UMTS packet network and propose
simple and fast one-pass mapping algorithm with clear definition among the ser-
vice classes for the model. In section 2, we introduce related works [3, 4, 5, 6]
� This Work Was Supported By The Soongsil University Research Fund

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 370–379, 2005.
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and analyze and compare with between them. In section 3, we suggest service
architecture of a boundary node for design quality guaranteed network that be
able to offer high-speed wireless multimedia service. In addition, we propose our
mapping algorithm on DiffServ over MPLS model over UMTS packet network.
Finally, we simulate performance of IP QoS model for showing validity of ap-
plying DiffServ over MPLS model. Besides, we simulate the mapping algorithm
compared with other mapping mechanisms in section 4, and conclude the paper
and suggest further works in section 5.

2 Related Works

3GPP [2, 9] proposed hierarchical UMTS QoS framework. It has recommended
applying internet QoS technology defined by IETF [10] for its network. Fur-
thermore, UMTS packet network also has been recommended to be based on
DiffServ model for QoS of UMTS packet network. [4] proposed a mechanism to
apply IntServ model for GPRS core network. The study is focused on solving
scalability problem of IntServ model. It performs resource reservation not flow
by flow but aggregated traffic per MS (Mobile Station). It totally results for re-
ducing control overhead and a number of updating times. [5] proposed a system
structure applying DiffServ and RSVP at the same time for providing strict QoS,
but it has no definition of mapping between service classes over UMTS packet
network. [3, 6] defined relation between DiffServ class and UMTS class, and
proposed router structure providing PHB (Per Hop Behavior) of DiffServ. How-
ever, they did not propose detailed basis requirements for mapping two classes.
Because [3, 6] are based on DiffServ model, they are not able to update SLA
aggregation and exchange resource status, so network congestion is incurred fre-
quently and they can not guarantee bandwidth resource by flow. Although [4,
5] which are based on RSVP solves above problems, they have high implemen-
tation complexity and low scalability. Furthermore, [3, 6, 7] did not define QoS
requirement factors to map UMTS QoS and IP QoS, so they can not keep up
consistent QoS characteristics. Besides, they lack mapping scalability and flexi-
bility as they map two classes as one-to-one relation. Thus, we propose simple
and fast one-pass mapping function on improved IP QoS model to solve these
problems for UMTS packet network. Table 1 shows exist models’ comparisons
and constraints.

3 Mapping Algorithm for Quality Guaranteed Network

The SGSN, that is edge node, of our QoS model has a mapping table for map-
ping UMTS and DiffServ Classes and also performs mapping function between
DiffServ classes and MPLS labels. For applying Diffserv over MPLS QoS model
for UMTS packet network, we design network model to support the related
functions and then, we propose mapping algorithms for that.
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Table 1. Comparison of existed related works

Factors [12] [13] [14] [15]

IP QoS model DiffServ IntServ
/RSVP

RSVP
/DiffServ

DiffServ

Complexity low high high low

Scalability high low moderate high

Transmission Delay X O O X

Bandwidth X O O X

Mapping Function O X X O

3.1 Network Model

We design DiffServ over MPLS model for satisfying a variety of service requests
and providing high speed wireless multimedia services. This model takes some
advantages of DiffServ and MPLS mode each other. DiffServ model is able to
explicitly defined differentiated service using DSCP over network layer. How-
ever, the model does not provide signaling protocol for resource reservation over
network. MPLS can support the functions over between 2 and 3 layer. It also
provides high speed packet forwarding and traffic engineering. So, the two tech-
nologies can be used at the same time because they operate on different layer
each other.

Thus as we apply DiffServ over MPLS model on UMTS packet network,
we can support packet classification function of DiffServ and signaling protocol
of MPLS. For apply the model for UMTS packet network, we design service
structure of edge node, which is SGSN, over this network. Fig. 1 shows proposed
service structure of SGSN.

Fig. 1. Service Structure of Edge Node

For maintaining data quality consistency among different service domains,
SCM(Service Class Mapper) performs mapping between corresponding DiffServ
classes and UMTS classes depending on predefined UD(UMTS DiffServ) Mapping
table. That is, SCM performs packet classification based on DiffServ model.
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Then, PHB-EXP Mapper provides mapping between DiffServ class and MPLS
class through DM(Diffserv MPLS) mapping algorithm. The service framework
of SGSN is able to support consistent QoS characteristics and high speed for-
warding wireless multimedia service.

3.2 Mapping algorithms for Different QoS Service Models

As a function of defined Service Class Mapper, we propose a simple mapping al-
gorithm. We define EF, AFxy(1 ≤ x ≤ 4, 1 ≤ y ≤ 3) and DF Class that are com-
monly used[11] at DiffServ model. For mapping 4 classes – CC(Conversational
Class), SC(Streaming Class), IC(Interactive Class) and BC(Background Class)
into 12 classes of DiffServ model, we aggregate the 12 DiffServ Classes to 5
Classes relying on our defined service range at first. The service range is shown
like Definition 1 and 2.

Definition 1 We define AFxy=(Mxy, Exy, Dxy) s.t. MDF < Mxy < MEF ,
EEF < Exy < EDF , DEF < Dxy < DDF where MEF and MDF are allowed
maximum bit rate of EF and DF class, respectively. In addition, EEF and EDF ,
DEF and DDF are maximum bit error rate and maximum transfer rate of EF
and DF, respectively.

Definition 2 For AFxy=(Mxy, Exy, Dxy), we suppose 0 < αi < αs < 1,
0 < βs < βi < 1, 0 < γs < γi < 1 are experimental rate values by ISP.

(i) EF=(MEF , EEF , DEF ) s.t the highest service quality determined by ISP.
(ii)Gold={AFxy

∣∣ 3 < x ≤ 4, 1 ≤ y ≤ 3, x, y ∈ N} if (αsMEF ≤ Mxy < MEF

and DEF < Dxy ≤ βsDEF ) or EEF < Exy ≤ γsEEF

(iii)Silver={AFxy

∣∣ 2 ≤ x ≤ 3, 1 ≤ y ≤ 3, x, y ∈ N} if (αiMEF ≤Mxy < αsMEF

and βsDEF < Dxy ≤ βiDEF ) or γsEEF < Exy ≤ γiEEF

(iv)Bronze= {AFxy

∣∣ 1 ≤ x < 2, 1 ≤ y ≤ 3, x, y ∈ N} if (MDF ≤Mxy < αiMEF

or βiDEF < Dxy < DDF ) and γiEEF < Exy < γiEDF

(v) DF=(MDF , EDF , DDF ) s.t. the lowest service quality determined by ISP.
When x=4 and y=3, the AF class is the highest class of AFxy, and when x=1
and y=1, the class is the lowest class of AFxy. We first examine DiffServ service
class depending on definition 2, and then we perform our proposed algorithm 1
at the edge node. By definition 1 and 2, we identify IP resource requirements(M,
E, D) of the input traffic based on UMTS service class specification. Then we can
get DSCP code. Finally, we determine corresponding MPLS label(MPLS EXP
field) as a result of truncating the DSCP code and applying not bit-operation to
the DSCP like Fig 2. Our proposed algorithm just needs only one mapping table
and one algorithm on DiffServ over MPLS QoS model even though we need two
mapping procedures- UMTS to DiffServ and DiffServ to MPLS. After that, the
edge node performs pure MPLS operation as defined service class requirements.

Fig. 2 and 3 show proposed mapping algorithms from UMTS class to MPLS
label. The SGSN(edge node) checks service requirement of incoming UMTS traf-
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fic and stamps appropriate DiffServ service class. Based on UMTS class specifi-
cation, we define that CC traffic should be EF Class and SC and IC should be
Gold class and Silver class depending on definition 2 respectively. In addition,
BC should be Bronze and DF class. We are able to map the two classes with
consistent QoS condition by our proposed algorithm and definition 1and 2.

Fig. 2. Mapping UMTS Class into DiffServ Class

In Fig. 1, P is input data request, and Ms and Mi are bit rate through
αsMEF and αiMEF,respectively. Es and Ei are also bit error rate through αsEEF

and αiEEF,and Ds and Di are transmission delay through αsDEF and αiDEF .
Besides, Gold is service set for AFxy with range {3 < x ≤ 4, 1 ≤ y ≤ 3}, and
Silver and Bronze are also service sets for AFxy with range {2 ≤ x ≤ 3, 1 ≤ y ≤
3} and {1 ≤ x < 2, 1 ≤ y ≤ 3}. In addition, mapping() returns DSCP code of
DiffServ.

Like Fig. 3, for forwarding input traffic marked by DiffServ model over MPLS
network, we propose to map DiffServ class to MPLS label with no mapping table
and only simple operation using the marked DSCP code. As you see the Fig 4, we
do not have to maintain any mapping table to convert DiffServ class into MPLS
label. We only perform not bit-operation for 3 bits string of the DSCP code from
a left bit. Then the SGSN establishes LSP depending on marked label. Here, we
assume E-LSP [5, 6, 10] with EXP field of MPLS shim header. Because UMTS
packet network has 4 different classes and our DiffServ class is consist of 6 sets,
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Fig. 3. Mapping DiffServ Class into MPLS Label

the EXP-field is enough to support them as using 3 bits which can provide 8
different service classes. The output label for the mapping function is identified
by definition of our DiffServ sets. Thus, each LSP should be established relying
on the service requirement defined by the DiffServ sets. The core router can
identify the service class of input traffic as the MPLS label. Our algorithm helps
to keep consistent service quality from UMTS class to MPLS label via DiffServ
class as performing our one-pass mapping algorithm. Furthermore, the proposed
algorithm just only requests one mapping table, and simple and fast operation
for mapping three different QoS models.

In Fig. 3, for traffic P, bit string means marked DSCP code, and check()
returns a head of three bits of bit string – code. In addition, mapping() performs
translating DSCP code to MPLS label for packet forwarding. Lastly, six sets –
committed, premium, business H, business L, standard H and standard L – are
based on QoS policy relying on defined DiffServ service for MPLS label. They
have EXP field value, 010, 011, 100, 101, 110 and 111, respectively.

4 Performance Analysis

We simulate our one-pass algorithm on the DiffServ over MPLS model over
UMTS packet network using OPNET[8]. We analyze transport delay and receipt
rate from SGSN to GGSN for CC, and receipt rate for SC traffic of UMTS packet
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network, For IC and BS traffic, we measure response time of FTP and E-mail
Server, respectively. We show that the input traffic has satisfied data quality as
mapping by proposed one-pass algorithm over experimental topology like Fig. 4.

Fig. 4. Experimental Topology

Table 2. Mapping Definitions and Experimental Value

mechanism CC Class SC Class IC Class BC Class

Mapping 1 AF3y AF2y AF1y DF

Mapping 2 AF4y AF3y AF2y AF1y

Proposal EF AF4y AF3y,AF2y AF1y ,DF

Input Traffic Real-Time Real-Time Non Real-Time Non Real-Time

WFQ 0.45 0.35 0.15 0.5

At experimental topology, all link capacity is 10Mbps except for the bottle
neck point – 2Mbps, and VoIP and Video client, FTP and Email client transmits
1Mbyte and 2Mbyte at the same time respectively. We apply WFQ(Weighted
Fair Queuing) for the experimental topology like Table 2.

4.1 Analysis of mapping algorithm

CC Class is for voice traffic, and transmission delay and receipt rate are impor-
tant characteristics. So we measure transmit delay and receipt rate from VoIP
Client to VoIP Server for 390 seconds. And we simulate receipt rate and response
time for SC class, IC and BC Class from each client to the server respectively.

Fig. 5 and 6show transmission delay and receipt rate of CC Class, and Fig. 7
describes receipt rate for SC class. In mapping 1, it shows high transmission delay
and low receipt rate compared with other mechanisms. Our proposal shows the
lowest transmission delay 8ms of them. Also, our receipt rate is higher than the
mapping2’s one like Fig 6. Therefore, mapping to EF shows better performance
for CC class. In Fig 6 shows results for mapping SC class. The average receipt
rate shows 584Kbps, 2878Kbps and 3500Kbps in mapping 1, mapping 2 and
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Fig. 5. Transmission Delay of VoIP Traffic(CC Class)

proposed mapping respectively. Our proposal shows the best performance of
them. It is better to map CC and SC class into separate DiffServ class EF and
AF4y .

Fig. 6. Receipt Rate of VoIP Traffic(CC Class)

Fig. 8 and 9 show response times for E-mail and FTP traffic respectively.
As increasing simulation attempts, all of them converges almost same response
time. Thus, mapping into each DiffServ class by our proposal is appropriate.

For mapping DiffServ class into MPLS label, we compare our algorithm with
[12] in time complexity. [12] has one mapping table, so it needs table search
time. When using binary search algorithm, it costs O(log2d), and costs O(d)
when using sequential search mechanism. Here, d is a number of DiffServ service
class. However our algorithms just costs O(1) because it has no mapping table,
only once not bit-operation. Also, table size of the SGSN needs d+m, when each
d and m is a number of diffServ classes and mpls label. However, we need not
any table to convert diffServ class to MPLS label. Thus, our algorithms are fast
and simple.
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Fig. 7. Receipt Rate of Video Traffic(SC Class)

Fig. 8. Response Time of FTP Traffic(IC Class)

Fig. 9. Response Time of e-mail Traffic(BC Class)
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5 Conclusion and Further Works

In this paper, we propose mapping algorithms which make traffic to be trans-
mitted with keeping various QoS requested by each user over UMTS packet
network based on DiffServ over MPLS. Through performance analysis from the
viewpoint of that whether satisfied QoS is kept, we show our algorithms are able
to guarantee data QoS with lasting QoS depending on a specification of each
user. In addition, the proposed algorithms are performed fast through one map-
ping procedure and once not bit-operation without necessity of twice mappings.
Therefore, we look forward to becoming a basic research to provide high speed
wireless multimedia service over UMTS packet network. We need a further study
for a packet scheduling algorithm considering UMTS packet.
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Abstract. NEMO basic solution supports network mobility by using
a bi-directional tunnel between a mobile router and its home agent.
Yet, the multiple levels of bi-directional tunnels in nested mobile net-
works lead to significant routing overhead (so-called pinball routing).
Non-optimal routing increases bandwidth consumption and transmission
delays. The current paper proposes Regional Information-based Route
Optimization (RIRO) in which mobile routers maintain a Nested Router
List (NRL) to obtain next hop information. RIRO supports nested mo-
bility without the nested tunnel overheads. This is accomplished by using
a new routing header, called RIRO Routing Header (RIRO-RH). RIRO
has the minimum packet overhead that remained constant, irrespective of
how deep the mobile network was nested, in comparison with two earlier
proposed schemes - Reverse Routing Header (RRH) and Bi-directional
tunnel between HA and Top-level mobile router (BHT).

1 Introduction

There have been significant technological advancements in the areas of portable
and mobile devices. And the rapid growth of wireless networks and Internet
services drives the need for IP mobility. Traditional work in this topic is to
provide continuous Internet access to mobile hosts only. Host mobility support
is handled by Mobile IP and specified by the IETF Mobile IP working group [1,
2].

Despite this, there is currently no means to provide continuous Internet ac-
cess to nodes located in a mobile network. In this case, a mobile router (MR)
changes its point of attachment, but there is a number of nodes behind the MR.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 380–389, 2005.
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The ultimate objective of a network mobility solution is to allow all nodes in
the mobile network to be reachable via their permanent IP addresses, as well as
maintain ongoing sessions when the MR changes its point of attachment within
the Internet. The IETF working group on network mobility (NEMO) is currently
standardizing a basic support for moving networks. The basic NEMO protocol
suggests a bi-directional tunnel between a MR and its home agent (HA) [3].
A unique characteristic of network mobility is nested mobility. Network mobil-
ity support should allow a mobile node or a mobile network to visit another
mobile network (this is the example of a PAN in a train). Such scenarios may
lead to multilevel aggregations of mobile networks. Although the NEMO basic
solution with the MR-HA tunnel supports nested mobility, it suffers from sub-
optimal multi-angular routing (so-called pinball routing) in the topology, and
severe header overheads and transmission delays as the packets from the cor-
respondent node (CN) are repeatedly encapsulated by all the HAs of the MRs
in the nested mobility hierarchy. Therefore, in nested mobility, the support of
route optimization is very important to allow packets between a CN and a mo-
bile network node (MNN) to be routed along the optimal path. In order to solve
the sub-optimal routing and header overheads introduced by basic network mo-
bility support, many solutions are presented in the NEMO working group. Two
good examples for comparing the performance with our proposal are a Reverse
Routing Header (RRH) and Bi-directional tunnel between HA and Top-level
mobile router (BHT) [4, 5]. Although the above two solutions provide route op-
timization for nested mobility, they still suffer from an increasing overhead as
the depth of the nested mobile network increases.

To support network mobility and route optimization for nested mobility, we
propose the Regional Information-based Route Optimization (RIRO) scheme,
which has the advantage of a small and constant size of packet overhead, irre-
spective of how deep the mobile network is nested. To support RIRO, mobile
routers need to maintain a Nested Router List (NRL) and be able to read RIRO-
Routing Headers (RIRO-RHs). NRL is used to record regional information and
to obtain next hop information, and the new routing header, RIRO-RH, is used
to avoid nested tunnel overheads.

The remainder of this paper is organized as follows. First, related work is
surveyed in section II, then section III presents the proposed scheme RIRO and
section IV provides a performance analysis. Finally, the conclusion is given in
section V.

2 Related Work

The NEMO WG has already proposed various route optimization schemes. For
example, the RRH, NPI, and ARO schemes use an extended type-2 routing
header in common, while the BHT and HMIP-based schemes have similar char-
acteristics from the viewpoint of making multiple encapsulations within nested
mobile networks [5-7]. Among the above solutions, this section gives a brief
overview of the RRH and BHT schemes, because they have good features for
comparing the performance with RIRO.
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Fig. 1. Packet transmission in RRH scheme.

2.1 RRH

Fig. 1 shows the process of how the routing information is delivered to an HA
using an RRH (type 4 routing header). The first mobile router on the path, MR3,
adds a reverse routing header with N=3 pre-allocated slots, where N represents
the nested depth levels. MR3 puts its home address, MR3 HoA, in slot 0. The
outer packet’s source and destination fields are then inserted with MR3’s care of
address and MR3’s HA address, respectively. Each of above the mobile routers,
MR2 and MR1, overwrites the source field with its own care of address after
putting the old source address in the free slot of the RRH. Therefore, when
HA3 receives the packet, it can obtain optimal path information to MR3 from
the packet’s source field and RRH. The HA inserts every intermediate MR’s
CoA into an extended type-2 routing header based on the path information
in the RRH of the packets sent from the MR. In contrast with an RRH, the
destination address field is exchanged with the next-hop MR’s CoA.

2.2 BHT

The BHT supports route optimization based on bi-directional tunneling between
an HA and the top-level mobile router (TLMR). The TLMR has the path infor-
mation to MRs and creates a tunnel to each MR based on registration messages
from the MRs. As shown in Fig. 2, the data generated by an LFN or MR3 is
encapsulated by MR3 to be sent to HA3. Then, MR3 does one more encapsu-
lation to directly communicate with the TLMR (equal to MR1 in Fig. 2). Plus,
the packet is re-encapsulated by each intermediate MR on the path. When this
packet arrives at the TLMR, all the encapsulation headers having TLMR’s CoA
as the destination address are decapsulated, then the packet is re-encapsulated
to send to HA3. When HA3 transmits a packet to MR3, HA3 encapsulates the
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Fig. 2. Packet transmission in BHT scheme.

data twice to send to TLMR as well as MR3. When the TLMR receives this
packet, it decapsulates the packet and finds a path to MR3. The TLMR then
makes multiple encapsulation headers, based on one header to one intermediate
MR, in order to send the packet to MR3 via all intermediate MRs.

As outlined above, even though an RRH and BHT both support route opti-
mization for nested mobility, they still suffer from an increasing overhead as the
depth of the nested mobile network increases. The more MRs that are nested,
the more slots that need to be made in the RRH, and the more nested tunnels
that need to be made within the nested mobile networks in the BHT, which can
lead to a severe degradation of transmission efficiency.

3 RIRO

The proposed scheme, RIRO, supports route optimization for network mobility
based on the use of Nested Router Lists and RIRO-RHs.

3.1 Nested Router List (NRL)

To support RIRO, each MR, as well as the TLMR, maintains a list of the CoAs
of all the MRs located below it along with the nested MRs’ tree. As shown in
Fig. 3 and Table 1, the next-hop information and a sub MR address list is cached
together in the NRL. Therefore, when a MR receives a packet, it can determine
the next-hop MR by retrieving the NRL. For example, if MR1 receives a packet
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Table 1. NRLs of all MRs in Fig. 3.

���������NRL location
Items Attached MR address

(Nest hop)
Sub MR address list

(Destination)

TLMR
MR2 CoA MR3 CoA, MR4 CoA
MR5 CoA MR6 CoA, MR7 CoA

MR2 MR3 CoA MR4 CoA

MR3 MR4 CoA ...

... ... ...

destined for MR4, it forwards the packet to MR2. And MR2 forwards the packet
to MR3, and finally MR3 forwards the packet to MR4. All MRs located within
the RIRO domain send extended router advertisement (RA) messages, including
the TLMR’s CoA. If an MR does not receive an extended RA message, it acts
as a TLMR and advertises its address as the TLMR address. When a new MR
moves into an RIRO domain and receives the extended RA message, its address
will be registered in the NRLs of all the MRs located from the parent MR to
TLMR along with the nested MR’s tree. The NRL is not updated by a general
routing protocol message, but rather by an RIRO-RH with a binding update
flag ‘B’. It is also possible to use special NRL update message.

3.2 Packet Transmission with RIRO-RH

The new routing header, an RIRO-RH, is used to encapsulate packets avoiding
nested tunnel overheads. It prevents each MR from making nested tunnels. As
shown in Fig. 4, the type value of an RIRO-RH is 7 or 8. Only the default MR’s
address is put in each header. The packets destined for an HA and an MR are
encapsulated with an RIRO-RH7 and with an RIRO-RH8, respectively. While
RIRO-RH7 includes the source MR field, RIRO-RH8 includes the destination
MR field.
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An RIRO-RH with a ‘B’ flag set is used to update the NRLs of the MRs
located on the destination path. Based on a ‘prefix length’ field, it is possible to
register using the prefix of the address as well as the host.

 

Fig. 4. Structure of RIRO-RH.
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Fig. 5. Packet transmission from MR to HA.

1) When MR Transmits a Packet to HA Fig. 5 shows the process of packet
transmission from LFN4 to the CN using an RIRO-RH7. MR4 encapsulates the
data generated by LFN4 using an IPv6 basic header and RIRO-RH7 to send to
HA4. The source and destination address fields are the MR4’s CoA and HA4’s
address, respectively. Plus, the default source mobile router’s CoA, MR4’s CoA,
is put in the SRC MR field of the RIRO-RH7. After receiving the packet, MR3
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overwrites the source address field of the IPv6 basic header using its own CoA
to avoid ingress filtering. MR2 and MR1 behave in the same way as MR3. When
the packet reaches HA4, it is decapsulated by HA4 and delivered to the CN. As
such, the MRs do not make additional tunnels for packets with an RIRO-RH,
thereby avoiding additional packet overheads.

2) When HA Transmits a Packet to MR Fig. 6 shows the process of packet
transmission from HA4 to MR4. HA4 encapsulates the data using an IPv6 basic
header and RIRO-RH8 to send to MR4. The source and destination address fields
are HA4’s address and MR1’s CoA, respectively. Plus, MR4’s CoA, the default
destination mobile router’s CoA, is put in the DST MR field of the RIRO-RH8.
In the figure, MR1 acts as the TLMR. When MR1 receives the packet, it retrieves
the NRL to check whether the address of the DST MR field is on the list. By
the result, MR1 can determine whether or not to deliver the packet.

4 Performance Analysis

This section analyzes the performance of RIRO by estimating its overhead in
comparison with RRH and BHT. The network model used for the estimation is
shown in Fig. 7. It is supposed that the depth of the nested mobile network is N,
and that the LFNs and CNs do not have any mobility function. Table 2 shows
the overhead for each scheme in communication between an LFN and an CN. In
the table, the word ‘overhead’ means the number of bytes of additional headers
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added to the packet generated by an LFN or CN for the purpose of routing. The
capital ‘N’, as mentioned earlier, represents the total depth of the nested mobile
network, and ‘n’ represents the depth of the MR a packet is passing through.
To make a fair comparison, only the headers that are indispensable for routing
are considered for each scheme. Therefore, the MIPv6 Home Address option is
not considered in Table 2. This means that the HoA field inserted into slot 0 of
an RRH is also not taken into consideration. When considering the IPv6 basic
header of the packet generated by an LFN or CN, 40 bytes should be added to
each overhead.

First, RIRO has a constant overhead of 64 bytes, irrespective of the depth
N and transmission sections. The 64 bytes consist of an IPv6 basic header with
40 bytes, an RIRO-RH with 8 bytes, and DST MR (or SRC MR) with 16 bytes.
Meanwhile, in the case of the RRH scheme, a basic header with 40 bytes, an
RRH with 8 bytes, and N-1 slots with 16(N-1) bytes, add up to 16N+32 bytes,
whereas the BHT scheme consists of 80 bytes in the Internet or 40(N-n+2) bytes
in a nested mobile network, because an IPv6 basic header of 40 bytes is added
or subtracted every time a packet pass through an MR.

Fig. 8 illustrates the overhead variations as the depth N increases from 2 to
10. As a result, the RIRO scheme exhibits the minimum overhead that remained
constant, while the overhead for the BHT and RRH schemes increases most in
the Internet and in the nested mobile networks, respectively.
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Consequently, RIRO has the advantage of a small and constant size of packet
overhead, irrespective of the depth N. Yet, all the MRs and HAs should be able
to read and use an RIRO-RH to support RIRO. Plus, each MR may have a little
processing overhead for retrieving the NRL.
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Fig. 8. Packet overhead according to depth N. (a) Packet overhead between
HAN and MR1. (b) Packet overhead between MR1 and MR2

Table 2. Comparison of packet overhead.

Schemes RIRO RRH BHT
HAN ↔ MR1 64 16N + 32 80

MRN ↔ MRN−1 64 16N + 32 40(N − n + 2)

5 Conclusions

The current paper proposed RIRO for network mobility and route optimization.
To support route optimization, each MR in RIRO domain maintains a NRL, and
encapsulates packets with RIRO-RHs. In NRL, the CoAs of underlying MRs’ are
recorded. Therefore, the MR can obtain next hop information by retrieving the
NRL. With RIRO-RH, RIRO can avoid nested tunneling. Estimation results
demonstrated that RIRO had the minimum packet overhead that remained con-
stant, irrespective of how deep the mobile network was nested, in comparison
with two earlier proposed schemes - RRH and BHT.
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Abstract. Data schedule in broadcasting is playing a more importance
role due to increasing demand for large client popularity and vast amount
of information. For system with multipoint queries, data records which
queried by same query are broadcasted contiguously to reduce the av-
erage access time. Several techniques have been used in clustering data
by defining the affinity between them. The data affinity function defined
was mainly aiming at minimizing the linear Query Distance. However,
our work showing that in order to minimize the average access time, the
objective function shall be in quadratic form. We propose a Minimum
Gap algorithm(MG) which merge relevant segments base on this new
affinity function. Through extensive experiments, the results show not
only the query’s access time can be reduced by using this new affinity
function, by using a dummy segment to speed our algorithm, the scheme
we proposed have significant saving on both time complexity and mem-
ory space complexity.

1 Introduction

With the growing advances of wireless technology, a mobile client can access data
from wireless network any time any where through portable devices. Differ from
conventional wire line network, the communication between the server and clients
are asymmetrical in nature. Due to the limited bandwidth and small battery
power of each mobile client, the research issue on broadcasting is gaining more
interest from wireless environment. In order to speed the client’s data access,
the efficient data allocation in broadcast channel must be performed to lower
the client access time from broadcast sequence.

Several techniques which used in linear placement problem can be modified
and used in our broadcast schedule problem, [7] [8] use the spectral technique
in partitioning and clustering, [9] builds data allocation by mining the user’s
moving pattern, [1] uses the bottom-up clustering algorithm and merge segments
by linear affinity function.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 390–400, 2005.
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For accessing multiple data records in broadcast sequence, [2] proposed a
measure named Query Distance (QD) and broadcast schedule method called
Query Expansion Method (QEM) to generate a broadcast sequence targeting
the minimum Query Distance. Many research issues on this problem are based
on reducing this Query Distance, including the latter work of their Gray Code
Method (GCM)[4] which using the gray code scheme to minimize the QD,
a modified QEM algorithm from Lee[5] and a genetic algorithm used to ar-
range broadcast sequence with multiple channel is from [6]. Although this Query
Distance serves as a very good measurement in evaluating the average access
time, however, develop a schedule algorithm based on it will ignore the quadratic
effect of distance between each co-accessed data.

Since the goal of the schedule problem is to minimize the average access time
and from next section we know that average access time is inversely proportional
to sum of square distance between each nearest co-accessed data record pair,
we propose a new measure named as Quadratic Query Distance(QQD) which
represent the closeness of data set accessed by same query. The results will show
that by using this quadratic objective function we will get a more accurate result
than the previous linear objective function.

2 Preliminaries

Given a set of N data D={d1,d2 ,d3 .....,dN} and a set of K queries Q ={q1,q2,q3,
...qK}. each query qi accesses a set of data records called Query Data Set, repre-
sented by QDS(qi), where QDS(qi) ⊂ D and D=

⋃
1<i<K qi. Assuming client’s

query can only start at beginning of each broadcasted data and all data record
size is equal. We denote a broadcast sequence on broadcast channel by σ =< di,
dj ...., dk > and the goal of wireless scheduling problem is to find the optimum
broadcast schedule σopt which minimum the average query access time.

Considering the single query case such that query q1 accessing d1 and d3

from the broadcasted data set, that is QDS(q1)={d1, d3}. Under the schedule
σ1=< d1, d2, d3, d4, d5, d6, d7 > as showing from Fig 1a, the access time will
be 3 if this query start at beginning of d1 and the access time will be 7 if this
query start at beginning of d2 since this client has to wait for the next broadcast
cycle to access d1. Depend on the instance this query start, the access time for
query start at each beginning data record is then <3,7,6,7,6,5,4> with average
as 38/7. If the broadcast sequence is changed to σ2 =< d2, d1, d3, d4, d5, d6,
d7 > as showing from Fig 1b, the access time for query start at each beginning
data record is then <3,2,7,7,6,5,4> with average reduced to 34/7.

Let N denote the number of total data records and | q | denote the number
of data records which are queried by query q , the average access time for query
q under a broadcast schedule σ is

ATavg(q, σ) = N −
|q|∑

j=1

δj(δj + 1)
2N

(1)
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where δj is number of data records which are not queried between j th queried
data record and j+1 th queried data record from σ. Note that, this formula of
average access time is the discrete version of [2].

In a multiple query system with a broadcast schedule σ, let the average
access time for query qk is denoted as ATavg (qk,σ) and reference frequency of
qk is denoted as freq(qk). the total average query access time which denoted as
TATavg (σ) is

TATavg(σ) =
∑

k

freq(qk)ATavg(qk, σ)/
∑

i

freq(qi) (2)

Query Distance (QD) is the minimal access time for query starting at all
possible positions. If N data records is broadcasted under schedule σ, the QD
of a query q which access |q| data records is defined as

QD(q, σ) = N −max (δ1, δ2, ..., δ|q|) (3)

Consider the two queries case where QDS(q1)={d2, d4} with freq(q1)= 10 and
QDS(q2)={d2, d7} with freq(q2)= 9. If two broadcast schedule σ1=< d1, d2, d3,
d4, d5, d6, d7 > and σ2=< d2, d1, d3, d4, d5, d6, d7 > were to be considered for the
average query distance(Equ 3), we have QD(σ1) = 57/19 and QD(σ2)=58/19,
which showing the σ1 shall be the better schedule. However, since ATavg(q1,σ1)=
ATavg (q2,σ1)= 7-(1*2+4*5)/14, ATavg (q1,σ2)= 7-(2*3+3*4)/14 and ATavg

(q2,σ2)= 7-(5*6)/14, the average access time under broadcast schedule σ1 is
TATavg(σ1 )=38/7 and the average access time under broadcast schedule σ2

is TATavg(σ2 )= 10*(40/7)/19+9*(34/7)/19= (37.1)/7, which show that the
schedule σ2 is actually the better one with less average access time.

This inconsistency between the linear objective function and average query
access time function is due to linear objective function under estimate the cost
of smaller query distance and tend to choose the schedule with larger query
distance.

(a) average access time for σ1 is 38/7 (b) average access time for σ2 is 34/7

Fig. 1. Two different broadcast schedules
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3 Affinity Function

In this section we explore the data affinity model which can be used in latter
section to cluster data records. The data affinity represents degree of association
between data pair. In previous works, the data affinity between two set of data
records is depend on the access frequency and number of access data records from
queries which access both sets. This affinity function have difficulty in measuring
appropriate cost of merging if number of access records from each query is large.
The data affinity we proposed is based on minimizing the worse case average
access time and will not influenced by the diversity of client’s queries.

3.1 Quadratic Query Distance

Definition 1. Given a query q which access a set of data records QDS(q) from
D, the Quadratic Query Distance (QQD) of q from schedule σ is defined as:

QQD(q, σ) =
|q|∑

j=1

δ2j (4)

Lemma 1. Given a query q and two schedules σ1 and σ2

if QQD(q,σ1)≥ QQD(q,σ2) then ATavg (q,σ1 )≤ATavg(q,σ2)

Proof. Replace
∑|q|

j=1 δj with N−|q| in (1), we can easily see that average access
time is monotonously decreased when quadratic query distance increase.

Definition 2. Suppose a set of data records D which accessed by a set of queries
Q is {d1, d2, d3, .. dN}, δk,j is the number of j’s consecutive data records which
is not queried by qk and |qk| is number of data records which are queried by qk.
The Total Quadratic Query Distance(TQQD) of Q under schedule σ is defined
as:

TQQD(Q, σ) =
∑

k

freq(qk)
|qk|∑
j=1

δ2k,j

Lemma 2. Given a set of query Q and two schedules σ1 and σ2,

if TQQD (Q,σ1) ≥TQQD(Q,σ2) then TATavg(Q,σ1)≤ TATavg(Q,σ2)

Proof. : from Lemma 1.
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For notation convenience, let mk = N − |qk| denote the number of data records
which are not queried by qk and since

∑
j δk,j = N − |qk| ∀k, the extreme cases

of theoretical maximum and minimum of total quadratic query distance are

TQQDmax =
∑

k

freq(qk)m2
k (5)

TQQDmin =
∑

k

freq(qk)m2
k/|qk|. (6)

Theoretical maximum can be reach if there exist a broadcast schedule such that
all the data record queried by same query can be broadcasted consecutively, that
is, for every query qk there is only one interval j such that δk,j = mk and δk.l = 0
for l �= j. Theoretical minimum can be reach if there exist a broadcast schedule
such that all data records which been queried by same query can be broadcasted
equally spread, that is for every query qk , δk,j = mk /|qk| , ∀j.

If data are broadcasted without any schedule optimization and the data been
queried by each query qk, are spread randomly, by strong law of large number, the
number of consecutive data records which are not queried by qk is geometrical
distributed with parameter |qk|/(mk + |qk|). Under this randomly broadcast
schedule TQQD will become TQQDrandom =

∑
k freq(qk)(2m2

k/|qk| +mk) and
without schedule optimization this result will deteriorate fast when |qk| increase.

In a multiple queries system, the broadcast schedule can be determined by
cascading data record pair and the data pair chosen at each step is base on the
value of TQQD increased. However, since there are N − 1 steps for choosing
best data pair and the increased size between N2 data pairs could change after
each step, the complexity will be O(N3K ) which is not reasonable when N is
large. By defining the affinity between two data records which are queried by
same query we can develop a heuristic algorithm to find the optimum broadcast
schedule.

3.2 The Data Affinity and Segment Affinity

The data affinity between each data records pair represent the value of TQQD
increased when two data records are broadcasted consecutively and defined as
following:

Definition 3. :The data affinity between any two data records di and dj is de-
fined as

aff(di, dj) =

⎧⎪⎪⎨⎪⎪⎩
∑

k
m2

k

|qk|QryHas(qk, di) QryHas(qk, dj) for i �= j

freq(qk)
0 otherwise

(7)

where QryHas(qk, di) =
{

1 if di ∈ qk

0 otherwise
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The data affinity between any data pair is composed of the affinity from all
queries. The affinity from each query is the average cost for increasing TQQD
from TQQDmin to TQQDmax at |qk|−1 attempts. In a multiple queries system,
all costs need to be weighted in order to maximize TQQD. If two data records
requested by same query is not worth to broadcast them consecutively, however,
minimize the broadcast distance between them can still raise TQQD to some
extent.

Since the cost of broadcasting queried data pair with distance δk is same as
the cost of broadcasting queried data pair consecutively withmk−δk unrequested
data, the average cost to broadcast each queried data pair with distance δk will
be (mk − δk)2/|qk|. In order to put the broadcast distance into consideration,
data are treated as segment and cascading data pair will merge two segments
into a new segment. If only data affinity is considered, the cost is based on
the decision of broadcasting two queried data records consecutively or not. For
segment affinity, the cost will depends on the distance of queried data pair. By
doing so, the affinity between them can be more accurately measured.

With groups of data records which are already ordered as segment, the affinity
between them can be defined as following:

Definition 4. For segment affinity between the right side of Si and left side of
Sj is defined as

SegAff(Si, Sj) =

⎧⎪⎪⎨⎪⎪⎩
∑

k
(mk−(R(Si,k)+L(Sj ,k))2

|qk| QryHas(qk, di) for i �= j

QryHas(qk, dj) freq(qk)
0 otherwise

(8)

where SegHas(Si, qk) is one if there exist at least one data record in segment
Si which is queried by qk and zero otherwise, R(Si, k) is number of consecutive
data records counted from the rightmost of Si which are not queried by qk and
L(Sj , k) is number of consecutive data records counted from the leftmost of Sj

which are not queried by qk. Note that, if there are no data records which are
queried by qk. then R(Si, k) and L(Sj , k) are both equal to segment length of
Si.

The segment affinity between any segment-side pair is compose of the affinity
of each query qk and this affinity is only considered on the condition when two
data segment both have the data record queried by qk. Since there are two side
for each segment (left and right), there will be four different merging order for
merging two segments. Among all the segments, the affinity values between each
pair of segment-side may be different.

As with traditional affinity function, segment affinity is sum of the data
affinity in two segments and each data affinity is then multiplied by a distance
factor. The segment affinity function we proposed depends only on the affinity
between each adjacent side of segments. For each query qk, we use the number
of consecutive data which is not queried by qk to measure the affinity between
two segment-sides.
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4 Minimum Gap Algorithm

Starting with each segment being initialized with only single data record. Each
merging process cascade two segments from the segment-sides pair which the
affinity value between them is maximum.

For simplicity we always merge segment with larger index into segment with
smaller index. During the merge, we place the segment with smaller index on
the left of new formed segment and the segment with larger index on the right
of new formed segment. Let S−1

l denote the inverse segment of Sl and the new
formed segment by merging the right side of Si and left side of Sj is denoted as
Si⊕Sj . For i ≤ j, the four possible new Si by merging Si and Sj will be formed
as Case i: Si ⊕ Sj Case ii: S−1

i ⊕ Sj Case iii: Si ⊕ S−1
j Case iv: S−1

i ⊕ S−1
j .

In order to explain the complexity in our algorithm the affinity value are
saved in matrixes. From Chung [1], the four different segment affinity between
all segment pairs are first determined and used to construct two auxiliary affin-
ity matrixes which are segment affinity matrix(A) and inverse segment affinity
matrix(I) as following:

A = [Alm] =
{

SegAff(Sl, Sm) for l < m case i
SegAff(S−1

m , S−1
l ) for m ≥ l case iv

I = [Ilm] =
{

SegAff(Sl, S
−1
m ) for l < m case ii

SegAff(S−1
m , Sl) for m ≥ l case iii

That is for i < j, The segment affinity between right side of Si and left side of
Sj is saved in Aij , The segment affinity between left side of Si and right side of
Sj is saved in Aji. The segment affinity between right side of Si and right side
of Sj is saved in Iji. The segment affinity between left side of Si and left side
of Sj is saved in Iij . At each step of merging, A and I are scanned for largest
affinity value and its corresponding segment-side pair is cascaded to form a new
segment.

Depend on the entry of this value found, merge can be made between two par-
ticular segment-side pair. If segment reverse is need before merge, the L(Si, k),
R(Si, k) shall exchange and its broadcast sequence shall reverse. After merging
Sj into Si, The segment parameters of Si need to updated with following:

L(Si, k) = L(Si, k) + (1 − SegHas(Si, qk))L(Sj , qk)

R(Si, k) = R(Sj , k) + (1− SegHas(Sj , qk))R(Si, qk)

SegHas(Si, qk) = SegHas(Si, qk)|SegHas(Sj , qk)

Initially all segment contain only single data record, set Si = (di) ∀i. If di ∈ qk

then set SegHas(Si, qk) to one and set R(Si, qk), L(Si, qk) to zero. If di /∈ qk then
set SegHas(Si, qk) to zero and set R(Si, qk), L(Si, qk) to one. Second, build A and
I base on the segment-side affinity between each pair. At last, in each merging
step keep merging segment-sides which have maximum segment affinity between
them and the affinity value from A and I which related to this new segment
shall be updated after each merge.
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The complexity of constructing the affinity matrix A and I is O(N2K). At
each merging step, complexity of each recomputing segment affinity is O(NK)
and finding maximum data segment affinity is O(N2). The total complexity is
then O(max(N3 ,N2K)). This value can be further reduced by reducing the
search space for maximum affinity value and partially constructing the affinity
matrixes.

5 Reduce the Search Space and Partially Construct the
Affinity Matrix

Definition 5. Let Sdummy denote as a dummy data segment with only single
data record which is queried by all queries. The dummy affinity of segment Si is
defined as segment affinity between the right side of Si and left side of Sdummys

Dummy(Si) = SegAff(Si, Sdummy)

Note that, in the formulas above, the affinity between the left side of Si and
right side of Sdummy will be the dummy affinity of a segment which is inverse of
Si, that is SegAff(Sdummy ,Si) = SegAff(S−1

i ,Sdummy)= Dummy(S−1
i )

Proposition 1. For any data segment Si,Sj ,Sk,Sl, following statement is hold:

if SegAff(Si,Sj)≥ Dummy(Sk) then SegAff(Si,Sj)≥ SegAff(Sk,Sl)

Proof. Since the segment affinity in each query is decreasing with number of
consecutive data records which are not queried, the segment affinity between any
segment-side and Sdummy is no less than segment affinity between this segment-
side and others.

Before processing the merging process we build a dummy list DumList. It is
built with each item containing Seg, which is the link to segment, SegId which
is the segment id, indication which indicate this segment is either in normal
or inverse sequence, dummy which is dummy affinity of this segment-side and
twin which is a link to its twin item where this twin item has a link to the
same segment but in reverse sequence. This list is sorted in descending order of
dummy and the complexity of constructing DumList is O(max(NK,N log(N))).

Each dummy value in DumList is the segment-side affinity between the
segment it link and the dummy segment. If Seg link to Si with normal se-
quence, the dummy value is the segment affinity between right side of Si and
dummy segment, which is Dummy(Si). However, if Seg link to Si with inverse
sequence(which is S−1

i ), the dummy value will be Dummy(S−1
i ), which is same

as the segment affinity between the left side of Si and dummy segment. Each
dummy value is the upper bound of affinity value between the segment-side in
this item and other segment-sides from other items(from proposition 1).

Determining the maximum affinity among all affinity value from A and I is
comparable to determine the largest affinity value among all the value which are
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the affinity between the right side of each segment indicated in DumList. Since
the segment in DumList could be either in normal or inverse sequence, the four
possible pairs from any two items are (Si , Sj), (S−1

i , Sj), (Si , S−1
j ) and (S−1

i ,
S−1

j ) for i < j. The merge are made between the right side of first segment and
left side of second segment. By inverting the second segment and merged into
first segment, the corresponding new formed segments are Si⊕S−1

j , S−1
i ⊕S−1

j ,
Si ⊕ Sj and S−1

i ⊕ Sj .
Our search strategy is starting from finding two segment-sides in items which

located at beginning of DumList. Whenever a larger affinity between two seg-
ment-sides is found, we keep saving it to wmin, which is the minimum pruning
affinity. The search space can be vastly reduced due to segment-sides needed to
be considered are from items which their dummy value larger than wmin.

At each merging step, the segment-side pair which has the largest affinity
value between them are merged to formed a new segment. After the merge, the
DumList and affinity matrixes will be updated before next search. However, the
affinity value determined and updated in affinity matrixes can also limited to
segment-sides from items in DumList where their dummy value are larger than
wmin, the number of affinity updated is then also reduced.

Due to the affinity value between any two segment-sides can be computed
only when needed. The affinity matrixes need not to be fully constructed at
beginning and most of value in affinity matrixes need not to be determined at
all. By doing so the whole schedule problem can be solved very efficiently and
since the affinity matrixes can be constructed in sparse form, the memory space
is also vastly reduced.

6 Performance Evaluation

In this section, we evaluate the performance of the proposed algorithms through
experiments in comparison with Chung[1]. The simulation models are running
under 1000 data records and 100 queries. Each query access 20 data records and
data records queried by each query are randomly selected among all data records.
The access frequency of each query are investigated under zipf distribution with
different skewness parameters. From Fig. 2, we find the performance of our MG
algorithm is better than Chung’s method in all skewness considered. From Fig. 3,
the results show that system time can be reduced drastically with our algorithm.
From Fig. 4, the results show a great of reduction in memory space especially
when number of broadcasted data records is large.

7 Conclusions

In this paper we proposed a clustering algorithm for merging the wireless broad-
cast data for multipoint queries. Previous work on segment affinity need to eval-
uate every data affinity between data of different segment. However, our work
on data affinity is developed based on minimizing the average query access time
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Fig. 2. average access time according
to different skewness of query’s access
frequency

Fig. 3. the system time required from
different algorithm according to differ-
ent skewness

Number of data records 100 200 400 600 800 1000

Fully construct A and I 2E4 8E4 3.2E5 7.2E5 1.2E6 2E6

MG 91 98 153 378 465 496

Fig. 4. Memory space required according to different total data records

and our segment affinity model is developed from the modification of this data
affinity model. Without considering every data affinity between data of different
segment, the model we proposed is more efficient than previous work. Through
experiments, the results show that our model using this segment affinity func-
tion perform better than previous algorithm. By using a dummy linked list to
reduce the search space and reduce the number of affinity computed by partially
constructing the affinity matrixes, the results shown in our experiments have
proven a vast reduction in both time complexity and space complexity.
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Abstract. Network mobility (NEMO) basic support protocol maintains
the connectivity when mobile router (MR) changes its point of attach-
ment to the Internet by establishing a bidirectional tunnel between MR
and Home Agent (HA). However, it results in pin-ball routing and multi-
ple encapsulations especially in the nested NEMO. In order to solve these
problems, we propose a simple route optimization scheme for NEMO
and nested NEMO. In the proposed scheme, a correspondent node (CN)
maintains network prefix binding information of intermediate MRs to
obtain optimal path to the mobile network node (MNN). For a CN to
receive network prefix bindings, each intermediate MR updates its net-
work prefix binding to the inner source of the encapsulated packet, when
it receives an encapsulated packet from its HA. The proposed scheme
uses the routing header type 0 (RH0) and the routing header type 2
extension (RH2 extension) to deliver packets to the MNN through the
optimal path and to remove multiple encapsulations. In addition, we ex-
tend the Router Alert Option (RAO) so that the MR knows the original
source address of the packet, when ingress filtering is applied.

1 Introduction

To maintain the continuity of the sessions of MNNs within mobile networks,
the NEMO working group proposes NEMO basic support protocol [1]. It ex-
tends Mobile IPv6 (MIPv6), since network mobility is not supported properly
by MIPv6. However, there are two main problems in NEMO basic support [2,3].
One is the pin-ball routing that results in the use of unnecessary network re-
sources and the other is multiple encapsulation which may cause delayed packet
delivery. Also, there are three sub-problems. First, multiple encapsulations may
divide the original packet if the packet size is limited to link-MTU. Second, on
the assumption that HA manages several MRs, the HA of the MR will be over-
loaded by MNN’s packets when many MNNs exist. Third, if the MR is closer to

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 401–411, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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the root MR, the HA of the MR will be overloaded much more. Route optimiza-
tion for network mobility solves two main problems and three sub-problems are
solved incidentally.

In this paper, we introduce simple route optimization based on four main
ideas. First, the network mobility support transparency for MNNs in NEMO
basic support is maintained so that the movement and location management of
a mobile network should be managed only by its MR. The (MR prefix, MR CoA)
network prefix binding in NEMO basic support is used for those managements.
Second, we extend NEMO basic support so that a MR can update the network
prefix binding to CNs like the host binding in Mobile IPv6. Third, a MR as well
as a mobile host updates binding information to the inner source of the packet,
when the encapsulated packet came from its HA. Especially, the MR updates
network prefix binding to the inner source of the encapsulated packet when the
inner packet is for its MNNs. In case of a nested mobile network, the NP BUs
of nested MRs are performed from the first MR, the MR of the network that
contains the MNN, to the common upper MR or the root MR in turn. Finally, a
MR would support avoiding ingress filtering of upper MR by encapsulating the
packet from its network nodes. Multiple encapsulations may occur when mobile
networks are nested. To avoid multiple encapsulations in nested mobile network,
Gu et al. [4] extended RAO [5]. In this RAO extension, the first MR adds the
RAO in encapsulating the packet from its network nodes, then intermediate
MRs do not encapsulate the packet and only change the outer header’s source
address with their CoAs. In this case, the MR, which receives the RAO laden
packet from its HA, has to know the original source address of the packet for
binding update. However, Gu et al. did not mention how to obtain the origi-
nal source address of the packet in detail. For the MR to obtain the original
source address of the packet without additional information, we extended the
functionality of the MR. This additional functionality entails the MR updating
the network prefix binding to the source address of the inner-inner packet when
the MR receives the RAO laden packet from its HA.

In addition, to avoid both unnecessary pin-ball routing and multiple encap-
sulations, we use two routing header types. The node directly uses the routing
header type (RH0) [6] to send packet to the fixed host in the mobile network
and the routing header type 2 extension (RH2 extension) [7] to send packets to
the mobile host in the mobile network, respectively. the RH0 and RH2 extension
are similar to loose source routing.

The remainder of this paper is organized as follows. We first discuss re-
lated work in section 2. Our proposed route optimization scheme for NEMO and
nested NEMO is explained in Section 3. An evaluation of our proposed scheme
is presented in Section 4. Finally, we conclude in section 5.

2 Related Work

Currently route optimization schemes in NEMO have been discussed at the
NEMO working group in the IETF and at various conferences. Also, network
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mobility support terminology [8] and the taxonomy of route optimization mod-
els in NEMO context [2] help to understand the current problem space of route
optimization. In this section, we will review protocols [1,4,7,10] that are similar
to our scheme.

The NEMO basic support [1] provides a basic routing scheme to support net-
work mobility. Since Mobile IPv6 does not consider network mobility, packets
can not be forwarded to nodes in the MR’s network using Mobile IPv6. Hence,
NEMO basic support considers a bidirectional tunnel between the MR and the
HA of the MR. However, when the mobile networks are nested, it suffers from
pin-ball routing and multiple encapsulations.

RRH [7] proposed a new routing header, called RRH and RH2 extension, to
record intermediate MR’s addresses into the packet header and to avoid packet
delivery through all HAs of the intermediate MRs. Therefore, in this scheme,
there is only one bidirectional tunnel between the first MR and its HA. Al-
though the authors argue that this scheme performs route optimization between
a CN and a MR, there is no description of it in detail. Moreover, their scheme
suffers from no secured binding update mechanism using RRH and it has to
modify the router advertisement (RA)message to count the number of interme-
diate MRs.

The Optimized Route Cache (ORC) scheme of Wakikawa et. al [10] has two
main features. One is a proxy router that intercepts packets whose source ad-
dresses belong to target network prefixes using IGP protocols in the Autonomous
System (AS), encapsulates them, and tunnels them to the MR. This feature re-
duces the number of binding updates efficiently when the mobile network moves.
The other is that the upper routers in the nested mobile network should know
the network prefix information of lower routers and the upper routers update
its lower routers’ network prefix information to its ORC router. To do that, it
modifies the RA message by adding a mobility flag to inform the MR that the
upper network is a mobile network and the information about its ORC routers
may be delivered to the upper MRs. However, since modified RA with a mobil-
ity flag will not pass fixed router in the mobile network, the fixed router in the
mobile network also should be modified.

Gu’s proposal [4] supports CN-to-MR route optimization. This performs
route optimization and minimal encapsulation between the node outside a mo-
bile network and the node in a nested mobile network. However, it suffers from
the lack of a secured binding update mechanism and requires RA modification
like RRH. Additionally, it suffers from non-optimal routing through the root
MR in the intra-mobile network communication, which means communication
between nodes in different nested mobile networks behind the root MR.

In the next section, we describe our proposed route optimization scheme for
network mobility, which is backward compatible with both Mobile IPv6 and
NEMO basic support and solves the intra-mobile network communication prob-
lem.
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3 Proposed Route Optimization Scheme

3.1 General Operations

Similar to NEMO basic support, a MR is considered as a mobile host in the
visited network and performs the role of router for its network nodes in our
proposed scheme. Therefore, a MR does not exchange routing information with
the routers in the attached network unlike the ORC scheme. Also, to provide
network mobility support transparency, a MR does not handle any information
about the movement and location management of other mobile networks. So, in
the proposed scheme a MR does not need hierarchical information of the nested
mobile network unlike others [4,7,10]. We use MR Prefix-MR CoA bindings like
NEMO basic support, for a CN to obtain optimal path to the MNNs in nested
mobile network.

Fig. 1. Binding Update of Mobile Router.

Moreover, as shown in Fig. 1, a mobile host and a MR update binding infor-
mation to the inner source of the packet which may be HA or CN, when they
receive encapsulated packet. Especially, the MR updates network prefix binding
to the inner source of the packet when the inner packet is for its MNNs. Based on
the binding information of MRs updated by the above mechanism and following
extension, we can achieve route optimization.

Type 2 Routing Header Extension (RH2 extension) [7] : In our
scheme, we extend the destination option header with multiple slots to be filled
with the CoAs of intermediate MRs prior to the CoA and HoA of MNN, while
Mobile IPv6 defines one slot as a destination option header.

Router Alert Option (RAO) [5] Extension : This option is used to
prevent multiple encapsulations in a nested mobile network, when a MR encap-
sulates a packet from an ingress interface to avoid ingress filtering. It enables the
MR not to encapsulate the packet at every ingress interface in a nested mobile
network and to replace the source address of an outgoing packet with its CoA.

NEMO basic support [1] Extension : In our scheme, we extend the MR
to update its network prefix bindings to CN, while the MR updates its network
prefix bindings to HA in NEMO basic support.
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Mobile IPv6 [6] Extension : In our scheme, the MR updates its network
prefix binding to the inner source address of the packet, similar to host binding
in Mobile IPv6, when a MR receives an encapsulated packet. Additionally, we
need to extend the CN’s capability of decapsulation due to ingress filtering.

3.2 Packet Delivery

In this section, we describe the routing mechanism that is backward-compatible
with Mobile IPv6. In our scheme, when a CN has the binding update of a mobile
node, the CN creates packets with a RH2 extension [7] that supports multi-hop
loose source routing. In addition, when the CN does not have the binding update
of a destination node and has the network prefix binding updates (NP BUs) of
intermediate MRs, the CN creates packets with a RH0 [6]. Otherwise, the CN
creates packets without a RH0 or RH2 extension.

(a) Packet delivery through the
HA and NP BU update be-
tween LFNs.

(b) Packet delivery through the
optimal route between LFNs.

Fig. 2. Packet delivery in intra communication.

Fig. 2 shows the packet delivery between LFNs when the source does not have
NP BUs of MR4 in the beginning and the ingress filtering is not applied to MRs.
In Fig. 2(a), the NP BU of MR4 is delivered to the source when MR4 receives
the packet of the source through the HA of MR4. After the source receives the
NP BU of MR4, it sends packets with RH0 to the destination. The packet with
RH0 will be delivered directly to the destination without encapsulation as shown
in Fig. 2(b). Based on this scenario, when the destination is a mobile node, we
can ensure that the communication between MNNs can be adapted equally if
the source sends packets with RH2 extension.

3.3 Binding Update Scenarios in a Nested NEMO

In our scheme, a CN obtains NP BUs of intermediate MRs from the first MR
to the root MR in turn during the communication with nested mobile network.
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We will show how the HA of a MR obtains its upper MR’s NP BUs and how it
acts when a CN communicates with a MNN whose mobile network is nested.

Fig. 3. The NP BU scenario for the HAMR2.

Fig. 3 shows the NP BU scenario in the case where the MR1, the upper MR
of MR2, performs NP BU of MR1 to the HAMR2, the HA of MR2, after it receive
an encapsulated packet whose inner source address is that of the HAMR2. Fig. 4
shows the scenarios that the HAMR3 obtains the network prefix binding of the
upper MRs, such as MR1 and MR2.

(a) The NP BU of MR2 to the
HAMR3

(b) The NP BU of MR1 to the
HAMR3

Fig. 4. NP BU scenario for the HAMR3.

Fig. 3 and 4 show the scenarios that the binding cache in the HA of a MR is
updated by upper MRs, when a node sends packets to the MR’s network through
its HA and the HA has no NP BU of upper MRs. When the packet for a MNN
arrives at the HAMR3, the HA encapsulates the packet using RH2 extension
because the MR is a kind of a mobile host in the HA-to-MR tunneling. After the
NP BUs in Fig. 4(a) and Fig. 4(b), the HA encapsulates the packet for MNN
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using RH2 extension with the NP BUs of MR1 and MR2 and sends it to the
MNN directly.

(a) NP BU of MRs to a CN
(step 1)

(b) NP BU of MRs to a CN
(step 2)

(c) NP BU of MRs to a CN (step 3) (d) Packet delivery from a CN

Fig. 5. NP BU scenario for a CN.

Fig. 5 shows how a CN obtains the NP BUs of intermediate MRs. This sce-
nario assumes that the HA of a MR knows the NP BUs of upper MRs. However,
it is not difficult to adapt Fig. 3 and 4 to Fig. 5, when the HA of a MR does not
have the NP BUs.

We have illustrated the binding update scenarios to optimize route between
a CN or HA and a MNN in Fig. 3, 4, and 5 and the binding update scenario be-
tween LFNs in Fig. 2. The route optimization between MNNs using the binding
update scenario explained above can be obtained although we did not show the
full scenario of route optimization.

As a result, the proposed scheme supports enough binding information for
route optimization, when a MR updates the network prefix binding to the node,
which wants to send packets to the MR’s network and does not know how to
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reach the mobile network directly. With these NP BUs and the proposed routing
mechanism we can obtain route optimization in mobile network environment.

3.4 Consideration of Ingress Filtering

To avoid ingress filtering of routers, encapsulation is generally used. However,
multiple encapsulations will occur because of ingress filtering when mobile net-
works are nested. To avoid multiple encapsulations in nested mobile networks,
the hop-by-hop option is used so that intermediate MRs do not encapsulate
packets which are already encapsulated. RAO is useful in the case where a data-
gram contains information that may require special processing by routers along
the path. Therefore, we extend this RAO to avoid multiple encapsulation and
to inform the MR the original source address of the packet for binding updates.
The MR updates the network prefix binding to the source address of the inner-
inner packet when it receives the packet whose inner packet has RAO through
its HA.

(a) Packet delivery through HA and
NP BU between LFNs (with ingress
filtering)

(b) Packet delivery through optimal
route between LFNs (with ingress fil-
tering)

Fig. 6. Packet delivery and NP BU considering ingress filtering.

Fig. 6(a) shows the packet delivery from the source to the destination through
the HAMR4 and the NP BU scenario when ingress filtering is considered and
MR4 receives the packet from its HA. Fig. 6(b) shows the route optimization
between LFNs after MR4 sends NP BU to the source. In the MR3’s encapsu-
lation processing, MR3 does not add a home address option (HAO) because it
operates as a mobile router and the binding of MR3 does not exist in MR4.
Throughout these scenarios, we conclude that the optimal route between any
nodes can be obtained by extending these scenarios in our scheme even though
ingress filtering is considered.
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4 Evaluation

In Table 1, we compare the proposed scheme with other schemes that are men-
tioned in section 2.

Table 1. The comparison with other schemes.

NEMO RRH ORC Gu’s Proposed

scheme

tunneling HA↔ MR HA↔ MR ORC R↔ MR HA←MR CN←MR

NEMO routing pin-ball triangular semi-optimal optimal optimal

nested NEMO pin-ball triangular triangular or optimal optimal

routing semi-optimal

intra-mobile routing routing

network routing pin-ball through optimal through optimal

HA↔HA root MR

encap. degree nested level one or two one or two zero/one zero/one

additional RRH, ORC R, NCO, RAO, RAO,

function with - RH2 ext. RA mod. RH2 ext., RA mod.

NEMO basic RA mod. RA mod.

additional nested level lower level upper level

info. with - of MRs MR’s NP MR’s CoA None

NEMO basic in MRs in MRs in MRs

From a tunneling point of view, RRH scheme requires a bidirectional tun-
neling between the first MR and its HA. ORC scheme requires both the tunnel
from the first MR to the discovered ORC router and the one from the discov-
ered ORC router to the root MR. In Gu’s proposal and the proposed scheme,
the unidirectional tunnel from the first MR to the CN is required when ingress
filtering is applied to MRs and a tunnel is not required otherwise.

In NEMO and nested NEMO routing, ORC scheme supports semi-optimal
routing if an ORC router is in the AS that a CN belongs to or the triangular
routing if not. Gu’s proposal and proposed scheme provide the optimal routing
between a CN and a MNN.

In the case of an intra-mobile network routing between MNNs which share
root MR, RRH scheme performs routing through both HAs of each first MR.
Also, Gu’s proposal performs routing through root MR. ORC scheme and the
proposed scheme provide optimal routing.

Considering the encapsulation degree, only Gu’s proposal and the proposed
scheme provide minimal encapsulation (zero if ingress filtering is not applied to
MRs, one if ingress filtering is applied). Additionally, all three schemes except
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the proposed scheme modify RA messages of Mobile IPv6 and enable a MR to
manage the information related to the nested mobile network hierarchy.

In RRH and Gu’s proposal, the topology change information is delivered by
RA message. When the intermediate mobile network moves to another network
with its sub-mobile networks, the movement acknowledgements of the sub-mobile
networks are achieved by the propagated RA messages. Therefore the calculation
of slot size in RRH and the creation of binding update information in Gu’s
proposal can be delayed if the nested level is large. It can be problematic if
the mobile network moves fast. In proposed scheme and NEMO basic support,
because of NEMO transparency, the delivery of topology change information is
not needed and the binding update is performed correctly and immediately.

5 Conclusion

In this paper, we have discussed the problems of the NEMO basic support in a
nested mobile network, multiple encapsulations and pin-ball routing. Although
schemes to solve these problems have been proposed, they did not provide op-
timal solutions or they require the modifications of NEMO basic support. Also,
most approaches did not consider the intra-mobile network communication that
can be possible with the popularization of a PAN.

Therefore, we proposed a new route optimization scheme as the optimal so-
lution for the multiple encapsulations and pin-ball routing problem in a nested
mobile network. On these main ideas, we show the proposed scheme privides
optimal routing in NEMO, nested NEMO, and intra-mobile network communi-
cation using minor extensions.

In the future work, we will study the scheme to reduce NP BUs by aggre-
gation of NP-BU or the deferment or omission of NP BUs according to the
applications.
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Abstract. Mobile IPv6 is the IETF proposition to support host mo-
bility in the Internet. It provides routing optimization for packets sent
to the mobile node at the expense of signaling messages that are pe-
riodically sent to the correspondent of the mobile node. We propose
using XCAST, a multicast technique best designed for small groups, as
a means to decrease this signaling. XCAST records the addresses of all
the destinations in the packet itself. We evaluate the performance of our
proposition against Mobile IPv6 route optimization. We obtain good re-
sults even when a very few routers, well located in the network, are able
to process the extension.

1 Introduction

Fixed nodes are permanently attached to the same subnetwork and are identi-
fied by a permanent IP address which determines the subnetwork where they
are attached to. Unlike fixed nodes, mobile nodes (MNs) change their point of
attachment in the Internet topology. They are moving from subnetwork to sub-
network and are reachable at different locations in the Internet topology. As a
result from this, MNs must change their addresses. However, the IP address has
a dual semantic at the network layer (used both as a locator and as an identi-
fier) and is also used at upper layers as a node identifier. There is a therefore
a trade-off between retaining the IP address which fails routing and changing
the address which breaks upper layer connections [1, 2]. Mobile IPv6 (MIP6) [3]
proposes two-tier addressing as the solution to this conflicting dual semantic and
use of IP addresses. Two-tier addressing associates a MN with two addresses,
one is permanent and used as a location invariant identifier, and the other one
is temporary and used for routing. An address translation mechanism offers mi-
gration transparency to upper layers and insures backward compatibility with
transport protocols. Connections are not disrupted as a result of mobility. In-
terestingly, Mobile IPv6 allows routing optimization (direct routing) for packets
sent to the MN. This saves bandwidth and preserves delays, at the expense of
signaling messages to update the current location of the MN.
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Table 1. Traditional Multicast vs Explicit Multicast

Metric Traditional Multicast Explicit Multicast

Group Members Unknown to the source Known to the source
Identifier Group identified by single address No group identifier
Membership Management Protocol needed No group membership management
Distribution Tree Multicast routing protocol responsive for

distribution tree establishment
No need to build a tree, use standard uni-
cast routing table

Multicast Address Multicast address discovery No multicast address discovery
Packet Overhead No overhead List of group members self contained in the

transmitted data packet
Packet Processing Check forwarding interface for each branch

of the tree
Check forwarding interface for each desti-
nation

Signaling Large amount of signaling No signaling
Memory State in each multicast router No state in routers
Scalability Large number of group members Large number of small groups

Multicast aims at minimizing bandwidth consumption when there are mul-
tiple destinations for a given packet. Hence, the aim of multicast is to avoid
duplicate information flowing over the same link. The packet is only duplicated
when all destinations are not reachable via the same next hop. In the traditional
multicast model, as defined in [4, 5], a multicast address is assigned to a collec-
tion of nodes that form a multicast group. A multicast routing protocol constructs
a multicast delivery tree. We commonly distinguish two kinds of multicast de-
livery tree, the Shortest Path Tree (SPT), and the Shared Tree, or Core-Based
Tree (CBT). The SPT is a minimum spanning tree rooted at the source. Each
source in the group has its own SPT. The CBT is a single delivery tree built per
multicast group, and is shared by all senders in this group. This tree is rooted
at a single core router. Packets are thereafter sent to the multicast address and
forwaded along the delivery tree.

Explicit Multicast (Xcast) [6, 7, 8, 9] (also known as Small Group Multicast
or List-Based Multicast), is an orthogonal and recent multicast technique, de-
signed to complement traditional multicast. The basic idea is to carry the list of
recipients of a packet in the packet itself. Intermediate routers must read the list
of destinations to check if they have distinct next hops. Compared to traditional
multicast, Xcast is very simple. There is no multicast routing protocol, no mul-
ticast address, and no group membership protocol. Both techniques are indeed
complementary to one another since a ”one size fits all” protocol seems unable
to meet the requirements of all applications. As shown on tab.1, Xcast seems
more appropriate for a large number of multicast groups with a small number of
members, whereas traditional multicast is more appropriate for a large number
of group members. Applications of Xcast include narrowcast-like (few-to-few)
applications (e.g. IP telephony, collaborative applications, etc), whereas tradi-
tional multicast is targeted to broadcast-like (one-to-many) applications (e.g.
TV and radio programs, weather forecast, etc).

In this paper, we propose Xcast as a means to carry Mobile IPv6 signaling
while maintaining routing optimization. Mobile IPv6 is outlined in section 2
whereas the Xcast extensions brought to Mobile IPv6 are described in section
3. The performance of this solution is evaluated in section 4.
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2 Mobile IPv6 and Its Shortcomings

Mobile IPv6 associates a MN with two addresses. The Home Address MNHoA is
permanent and obtained on a link in the home network (home link). In addition,
the MN obtains a new temporary Care-of Address MNCoA on each subsequent
visited link. This terminology is illustrated on fig.1. The MN may own several
Care-of Addresses at anytime, one of which is selected as the primary MNCoA.
The binding between MNHoA and the primary MNCoA is registered with the
Home Agent (HA), a special node on the home link. This registration is per-
formed by means of a Binding Update (BU) message containing both addresses.
Once it receives a BU, the HA adds or update an entry in its Binding Cache.
The Home Address is used as the key for searching the Binding Cache. As a
result of this registration, the HA is able to intercept all packets intended for
the MN and to encapsulate them to the current Care-of Address MNCoA.

HoA

MNCoA

HA

CN
binding

home link
Home Agent

−>MNHoA

MN
home address 

careof address 

MNCoA

foreign link

Fig. 1. Mobile IP Terminology

A correspondent node (CN) willing to communicate with a MN first calls
the DNS which returns the MN’s Home Address. Packets are then routed to the
home link where they are intercepted and encapsulated by the HA to MNCoA.
The packet is decapsulated by the MN and the CN is inserted in the Binding
List. At this point, the MN may also send a BU containing its primary MNCoA

to some or all CNs recorded in its Binding List to avoid triangle routing via the
HA (fig.2.a). The CN authenticates the packet and adds an entry in the Binding
Cache like the HA. Forthcoming packets are then directly sent to the MNCoA

using an IPv6 Routing Extension Header.
BUs are sent alone in separate packets containing no payload, but according

to [3], BUs may be piggybacked in payload datagrams. However, this has so far
not been specificied. Typically, the MN sends 5 consecutive BUs with a 1-second
interval just after forming a new primary Care-of Address. After this, the MN
keeps sending BUs at a lower rate, typically every 10 seconds, in order to refresh
Binding Cache entries.

Routing optimization from the CN to the MN is one of the most interest-
ing Mobile IPv6 features, particularly when MNs are not located in their native
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administrative domain. In this situation, simulations results in [10] have shown
that the mean distance, expressed in number of hops, when routing optimization
is used between the CN and the MN, is half the distance via the HA when rout-
ing optimization is not used. Not only the transmission cost (total number of
bytes transmitted over the network) increases, but also the mean delay. Simula-
tions have also outlined that the distance varies much more on the triangle route
than on the direct route, thus further exhibiting the need for routing optimiza-
tion. When the transmission cost is compared against the mobility cost (total
number of bytes consumed by Mobile IPv6 signaling), the simulations show that
the aggregated cost remains less important over the direct route with routing
optimization than over the triangle route with no routing optimization, even for
a very low data rate between the CN and the MN.

However, since BUs are sent periodically, we have also observed that the MN
sends short packet bursts, separated by silent periods on the order of several
seconds. This periodic burst is propagated to the entire network and consumes
a significant amount of the available bandwidth in situations where the MN has
a large number of CNs. This is particularly true on the wireless link between the
MN and its Access Router when the MN has formed a new Care-of Address (5
consecutive BUs are sent to each CN). This problem is referred to as a binding
update explosion in [10] or a binding update storm.

We conclude that while there is no doubt that Mobile IPv6 provides for
optimal routing advantageouly, the transmission cost has to be balanced against
the mobility cost which increases linearly with the number of CNs. Solutions to
minimize this mobility cost must thus be looked into.
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CN
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Fig. 2. Routing Optimization with Mobile IPv6
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3 XCAST Delivery of Binding Updates

In this section, we propose extending Mobile IPv6 with Xcast to deliver BUs
as a means to minimize signaling. The addresses of several CNs are recorded in
the BU, instead of sending individual BUs. This only requires minor extensions
to Mobile IPv6. For doing so, we define a new Xcast Header, implemented as
an Hop-by-Hop Extension Header. As such, it should be processed by all routers
that understand this option. Its length varies according to the number of CNs,
number that may only be limited for performance considerations. Each desti-
nation recorded in the header corresponds to a rank in a bitmap field. When
set, a bit indicates that the corresponding destination still remains undelivered.
This field must be updated by each duplicating router. Its purpose is to prevent
loops and to avoid the processing of destinations to which a duplicate packet was
already transmitted. A remove flag specifies if destinations not reachable from
the interface where a BU is going to be forwarded must be removed. The MN
must be able to fill the Xcast Header and is provided a basic decision mechanism
to decide whether BUs should be sent individually or by means of Xcast. In the
latter case, the Xcast Header is filled with the corresponding CNs as found in
the Binding List. The header length and bitmap fields are filled appropriately.
CNs may also be split into separate Xcast BUs.

The Xcast Header must be processed by a number of routers and the CNs, as
illustrated on fig.2.b. A single BU is sent to A, B and C. On receiving a packet
with an Xcast Header, a Xcast-enabled router checks if there is still destinations
to which the packet remains undelivered. If all bits in the bitmap are unset, no
duplication is required anymore. For each bit set, the Xcast-enabled router reads
the corresponding address and interrogates its routing table for ascertaining the
next hop towards this address. As the next hop to A diverges from the next hop
toward B and C, the packet is duplicated as many times as there are distinct next
hops towards the destinations. Useless destinations are also removed to decrease
packet overhead, and the bitmap is set appropriately. A copy is transmitted on
the interface toward A and one on the interface toward B and C. In circumstances
where Xcast-enabled routers are not widely deployed, a CN may receive a BU
with a number of CNs remaining in the header. In such a case, processing the
Xcast Header at the CN ensures BUs’ delivery to all CNs. On receiving such a
BU, the CN first checks the bitmap. If there is more than one bit set, the BU
is duplicated, the bit corresponding to the CN is removed, and the packet is
forwarded.

4 Performance Evaluation

In this section, we compare the Xcast delivery of BU against the standard unicast
delivery. Simulations were conducted using NS-2 which has been extended on
purpose [?]. A 1050-routers hierarchical topology was generated with GT-ITM
This topology comprises 10 backbones and a total of 100 sites. Border routers
(BRs in figures) are routers connecting sites to a backbone and transit routers
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Fig. 3. On-Tree Links

(TNs in figures) are routers in a backbone. CNs are randomly attached to a site
router. Given the size of sites, CNs are located 1 to 3 hops away from a border
router.

The MN is displaced for 50 seconds in a specific site and is communicating
with a number of x randomly selected CNs varying from 1 to 32. The MN doesn’t
move between subnetworks in a given site. In order to obtain uniform results,
independently from the location of the MN and the selected CNs, the simulation
is performed 8 times for each set of CNs, positioning the MN in a different
randomly selected site. We show all the 8 positions on figures to emphasize that
the location of the MN and CNs has no significant impact on the results. This
explains why curves are always irregular between any two numbers of CNs. This
indeed corresponds to a scenario where the MN is performing wide-area mobility
(i.e. topologically distant displacements between sites or access networks), i.e.
changing site every 50 seconds and increasing the number of CNs every 8× 50
seconds.

The same seed numbers are always retained for selecting CNs and generating
displacements of the MN. The performance of Xcast is evaluated under four
situations, when all routers and CNs are Xcast-enabled; when only CNs are
Xcast-enabled; when both CNs and BRs are Xcast-enabled; and when both CNs
TNs are Xcast-enabled. The remove flag is always set.

More details about the NS-2 extensions and the simulation results can be
found in [10]. In fig. 3 to 7, Xcast is referred to as LBM (List Based Multicast)
whereas Mobile IPv6 is referred to as unicast.
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4.1 Which Routers Should Be XCAST-enabled

As shown on fig.3, the number of on-tree links (total number of links consumed
by periodic BUs transmitted over the entire network from a position s of the
MN to the group g of x CNs during interval of time t=50) when all routers
are Xcast-enabled is equivalent to the situation where only transit routers and
CNs are Xcast-enabled (lower two curves). Similarly, this number is nearly equal
when only CNs are Xcast-enabled and when both border routers and CNs are
Xcast-enabled (upper two curves). This is due to the uniform distribution of
CNs in the topology (the probability that two CNs are in the same site is low).
We also see that the slope of the upper curves is higher than the lower curves.
The former two increase linearly whereas the latter two look like log(nb CNs).

The mobility cost (total number of bytes consumed by periodic BUs trans-
mitted over the entire network from a position s of the MN to the group g of
x CNs during interval of time t=50) as shown on fig.4, is not proportional to
the number of on-tree links since the packet length increases with the number of
CNs. Xcast performs badly when the feature is not well deployed in the network
since BUs are bounced from one Xcast speaker to another.

We note that the slope of all curves is not constant and slows down between
9 and 12 CNs, as for the on-tree links, particularly the upper two curves. On the
on-tree links curves, the slope is higher before 9 CNs, and lower after 12 CNs;
on the mobility cost curves, the slope is lower before 9 CNs and higher after 12
CNs. This seems to indicate first an optimal value when a BU is most likely to
be duplicated, and second an optimal value when the list of CNs is most likely
to be split into two equivalent number of CNs. As the BU progresses in the
network, the combination of these two events is most unlikely to happen.
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The maximum end-to-end delay between the MN and the most distant CN
is shown on fig.5. This delay has an upper limit when all routers or at least TNs
are Xcast-enabled (lower two curves). It obviously tends to increase rapidly to a
very large end-to-end delay when only CNs are Xcast-enabled (upper curve). In
this case, the packet traverses all CNs before reaching its ultimate destination.

4.2 XCAST Vs Unicast

When we compare the number of on-tree links for the Xcast delivery of BUs
against standard Mobile IPv6 (fig.6), we see that Xcast-enabled at both transit
routers and CNs (lower curve) is more appropriate than unicast from a number
of CNs turning around 5 (upper curve). In terms of mobility cost, fig.7, shows
that Xcast only enabled at CNs (upper curve) compares very poorly against
standard Mobile IPv6 (second curve from top). However, the benefit of Xcast
over unicast is obvious when there exists a minimum number of Xcast-enabled
routers well located in the network, i.e. at CNs and TNs (third curve from top).

5 Conclusion

Routing optimization between correspondent nodes and mobile nodes is a nec-
essary feature to reduce the network load and the transmission delays. However,
routing optimization using Mobile IPv6 is made at the expense of periodic BUs
that must be sent individually and periodically to every CNs. When these mes-
sages are sent to an increasing number of CNs, a periodic signaling burst is prop-
agated in the network. Links close to the node that emits these BUs are most
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likely to suffer from this, particularly over the air where a significant amount
of the available bandwidth is consumed. It is therefore proposed to use Xcast
as a means to minimize Mobile IPv6 signaling. The comparison of the unicast
delivery of BUs against Xcast shows that Xcast performs rather well provided
that a number of routers are Xcast-enabled. On the other hand, Xcast is clearly
inefficient when only CNs are able to process the header. We note that the Xcast
Header requires more processing of the packet at intermediate routers, thus it is
not recommended to process the header at each router. The tradeoff is certainly,
as highlighted by the performance results, to process this header only at routers
well located in the network, probably at transit points like in the backbone.
In order to ensure the delivery of BUs to all CNs, all CNs listed in the Xcast
Header must also be Xcast-enabled. Of course, Xcast is inevitably restricted to
a limited number of CNs since the more CNs in the packet, the larger the packet
length. To overcome this, CNs may be split into separate groups. As a side note,
we observe that our proposal faces a number of security issues that need to be
considered in future work. Also, a possible area of application could be network
mobility (NEMO).

References

[1] Bhagwat, P., Perkins, C., Tripathi, S.: Network Layer Mobility: an Architecture
and Survey. IEEE Personal Communications 3 (1996) 54–64

[2] Ioannidis, J., Duchamp, D., Maguire Jr., G.Q.: IP-based Protocols for Mobile
Internetworking. In: Proc. ACM SIGCOMM, Department of Computer Science,
Columbia University (1991) 233–45

[3] Johnson, D.B., Perkins, C., Arkko, J.: Mobility Support in IPv6. Request For
Comments 3775, IETF (2004)

[4] Deering, S.: Multicast Routing in Datagram Internetwork. PhD thesis, Stanford
University, US (1991)

[5] Deering, S., Cheriton, D.: Multicast Routing in Datagram Internetworks and
Extended LANs. ACM Transactions on Computer Systems (1990) 85–111

[6] Boivie, R., Feldman, N., Metz, C.: Small Group Multicast: A New Solution for
Multicasting on the Internet. IEEE Internet Computing 4 (2000) 75–79

[7] Braun, T.: Multicast for Small Conferences. Technical Report IAM-00-008, Uni-
versity of Berne, Switzerland (2000) http://www.iam.unibe.ch/ rvs/publications.

[8] Boivie, R., Feldman, N., Imai, Y., Livens, W., Ooms, D., Paridaens, O.: Explicit
Multicast Xcast Basic Specification. Internet Draft draft-ooms-xcast-basic-spec-
02.txt (2001) Work in progress.

[9] Imai, Y.: XCAST Related Researches, Web Page (As of October 2004)
http://wiki.xcast.jp/cgi-bin/xcast-wiki.pl.

[10] Ernst, T.: Network Mobility Support in IPv6. PhD thesis, Université Joseph
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Abstract. Bandpass sampling is a useful digital method for direct down-
conversion without analog mixer. Therefore, this sampling method is es-
sential for the software-defined radio (SDR) system to be required min-
imization of RF front-end. Also, the bandpass sampling system can be
extended to accommodation of multiple standards for the future wireless
communication systems. This paper proposes a novel downconversion
scheme for multiple standards based on a complex bandpass sampling
method. It includes generalized formulae derivation for the available sam-
pling range, the signal’s intermediate frequency (IF) and the minimum
sampling frequency for the multiple RF signals. And we verify from sim-
ulation results that the proposed system is more flexible and suitable
than a real bandpass sampling system.

1 Introduction

The reconfigurable and flexible system, or the SDR system, has been beginning
to get into the spotlight to next generation multimedia communication system
for 4G. The SDR system is defined that a radio transceiver can be reconfigured
via software, by replacing a analog circuit for a digital circuit such as DSP chip
and FPGA. So, different air interfaces or standards can co-exist on a common
hardware platform. Therefore, the SDR can dynamically change protocols and
update communications systems over the air as a service provider allows [1]. In
other words, the role of digital signal processing to replace the functionalities
that have been implemented with analog component such as mixers and filters
becomes very important. Accordingly, the requirement for such system is to
minimize the components of the RF front-end, that is, to place the analog-to-
digital converter (ADC) as near the antenna as possible as shown in Fig. 1.

To design the SDR system, we can employ a bandpass sampling technique.
This is a method that a RF bandpass signal can be directly downconverted to a
baseband or a low IF signal without analog mixers. That is to say, this sampling
uses the intentional aliasing of the information bandwidth of the signal. Accord-
ingly, the sampling frequency required is no longer based on the frequency of
the RF carrier, but rather on the information bandwidth. Fig. 2 shows the spec-
trum of signal downconverted by only such sampling technique without mixers.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 422–431, 2005.
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Fig. 2. The signal spectrum sampled by the bandpass sampling technique

Therefore, to minimize the RF front-end, this technique can be an alternative
choice for such SDR system. Generally, a bandpass sampling, called real or first-
order bandpass sampling, has been constrained due to aliasing by the negative
frequency part of self-signal [2]. This can cause some ambiguity in the choice
of the suitable sampling frequency. In contrast, downconversion by a complex
bandpass sampling is not known to have the aliasing problem because the nega-
tive parts of the bandpass signal are rejected due to the characteristics of Hilbert
transform [3]. Hence, this sampling technique can provide larger sampling range
and normal spectral placement, not inverse spectral, in the lowest spectral band
[4]. In the result, more flexible SDR system can be designed through employment
of complex bandpass sampling.

In order to fully exploit the benefits of the SDR system, these sampling tech-
niques can be used for simultaneous downconversion of multiple communication
standards to be processed in a transceiver. In [5], the downconversion of multiple
signals by using real bandpass sampling are introduced. However, in spite of the
potential advantages of the complex bandpass sampling, solid investigation for
direct downconversion using such sampling theory has not been reported in any
literature so far. In this paper, thus a novel scheme which downconvert multi-
ple signals based on the complex bandpass sampling technique is proposed, and
several formulas are developed for an available sampling range, a minimum sam-
pling frequency and IF of multiple signals. Moreover, through comparing with
the real bandpass sampling, we verify the proposed system is more flexible and
has lower sampling rate.

The structure of this paper is as follows. In Section 2, the downconversion
system for multiple signals using real bandpass sampling is reviewed. Section 3
describes the novel proposed system using the complex bandpass sampling and
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the formulas related to the proposed system are derived. And through simulation
results we demonstrate the usage of the proposed method in Section 4. Finally,
Section 5 concludes the paper.

2 Downconversion of Multiple Signals Using Real
Bandpass Sampling

One of the most important factors in a digital radio system is the choice of a
suitable sampling frequency. A requirement of the sampling frequency should be
translated all distinct RF signals with different wireless standard, into digital IF
signals in the resultant sampled bandwidth without aliasing and mutual overlap-
ping. N multiple bandpass signals fi(t)(i = 1, 2, ..., N) can be defined as follows.
Let fci represent the center frequency, fUi, fLi, fIF i , upper bound, lower bound
and IF in the sampled bandwidth, and BWi is the bandwidth of the bandpass
signal fi (t), respectively. And it assumes that fci ≤ fc(i+1), 1 ≤ i ≤ N − 1.

When we simultaneously downconvert two signals f1(t) andf2(t) using the
real bandpass sampling, the available sampling frequency must satisfy with the
three following conditions [2].

( 2fU1/n1) ≤ fs ≤ { 2fL1/ (n1 − 1) } (1)

(2fU2/n2) ≤ fs ≤ { 2fL2/ (n2 − 1) } (2)

| fIF1 − fIF2| ≥ (BW1,2/2) (3)

where BW1,2 = BW1 +BW2, 1 ≤ n1 ≤ �fU1/BW1�, and 1 ≤ n2 ≤ �fU2/BW2�,
respectively. Here, �·�defines the floor function.
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It is also noted that the minimum sampling frequency in the available sam-
pling range is required owing to computational complexity of the system. Fig.
3 displays the result of an example that shows the smallest sampling frequency
in the range satisfied with equation (1), (2) and (3). With the assumption that
two signals have the same bandwidth of 1B, and the position of f1(t) can be
varied from 2B to 9B while f2(t) is fixed. It is found that the minimum sampling
frequency is in irregular distribution. This results from that it should be avoided
the aliasing occurred due to the negative frequency part of self-signal as well
as overlap of the positive and the negative frequency parts of another signal.
Therefore, it is difficult to derive a generalized formula to express the available
sampling frequency.

3 Downconversion of Multiple Signals Using Complex
Bandpass Sampling

The complex bandpass sampling technique is illustrated in Fig. 4. This sampling
is simply to sample an analytic signal obtained by a Hilbert transformer. So, the
signal in the negative frequency is rejected, and then the required sampling
frequency is equal to the signal bandwidth.

3.1 Sampling Range for Two Signals

Firstly, let’s consider two bandpass filtered signals of N = 2 . In order to derive
a formula as a function with respect to sampling frequency, we used a scheme as
follows. The upper limit for the available sampling range can be determined by
the condition that the lower bound fL2 m of the mth left shift of the RF signal
f2(t) is larger than the upper bound fU1 of the RF signal f1(t). Similarly, the
lower limit is determined by that the upper bound fU2 m+1 of the (m+1)th left
shift of f2(t) is smaller than the lower bound fL1 of f1(t). These expressions are
illustrated in Fig. 5, where presents two complex bandpass sampled signals after
Hilbert transform. These can be represented as

{fc2 − (BW2/2)−mfs} − {fc1 + (BW1/2)} ≥ 0 (4)

{ fc2 + (BW2/2)− (m+ 1) fs} − {fc1 − (BW1/2)} ≤ 0 (5)
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Combining these two equations, the resultant sampling range is rewritten as

(fc2 − fc1) + (BW1,2/2)
m+ 1

≤ fs ≤ (fc2 − fc1)− (BW1,2/2)
m

(6)

where m is an integer given by

0 ≤ m ≤
⌊

(fU2 − fU1)−BW2

BW1,2

⌋
=
⌊
fL2 − fU1

BW1,2

⌋
(7)

We can recognize from this derived formula that the available sampling frequency
is a function of both the sum of the bandwidth and the difference of the center
frequency of two signals. Fig. 6 is the graph obtained by the proposed method.
This figure displays the available sampling areas obtained by three kinds of the
sum of two signals’ bandwidth, such as 2B, 2.5B and 3B. And the axes are
normalized by the bandwidth B of any one of two signals. Note that the area
which m denotes, not white area, presents the available sampling zone, while the
white-colored area means the unavailable sampling region due to overlap of two
signals each other. Here, the parameter m, which does not mean a frequency
shift coefficient n in the real bandpass sampling [3], presents how many times
both signals can be placed without mutual overlapping in the interval fL2− fU1

. Thus, in the case that m is 0, it should be treated as one combined signal since
an interval of two signals is very close. Hence, according to (6), the condition
in this case becomes fs ≥ (fU2 − fL1) . Moreover, the maximum value of m
is dependent on the distance between two signals. Hence, as the distance is
longer, the m becomes larger but the signals are not sampled by lower sampling
frequency. Although the m has small value, lower sampling frequency can be
selected if the distance is short. In the case that two signals are fixed, however,
the larger m the lower the sampling frequency we can obtain.
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Next, we can consider an interval or guard band between two signals. In the
case of complex bandpass sampling, the guard band becomes a maximum when
the intervals between two signals are the same. Accordingly, the sampling fre-
quencies to be equal to guard bands should be chosen to put the center frequency
of f1(t) in the center of the mth and (m+1)th left shift of f2(t), as the following
expression.

(fc2 −mfs)− [fc2 − (m+ 1) fs] = 2fc1 (8)

This equation means

fs = 2 (fc2 − fc1) / (2m+ 1) (9)

Hence, using these sampling frequencies, the adjacent channel interference be-
tween signals can be minimized owing to maximizing the distance between sig-
nals, and the channel selection filter can be also designed easily. These sampling
frequencies are depicted as the dashed lines in Fig. 6.

The minimum sampling frequency is obtained by using combination of (6)
and (7). The resultant equation is written as

fs min =
(fc2 − fc1) + (BW1,2/2)

�{ (fc2 − fc1)− (BW1,2/2) } /BW1,2� + 1
(10)

Fig. 7 shows the plot depicted by above formula. Unlike real bandpass sampling,
note that the lowest bound on this sampling frequency can be expressed as one
formula with respect to the sampling frequency, and its value is the sum of the
bandwidth of two signals at specific positions. In addition, though we compare
results about two signals of Fig. 3 and 7, we can recognize that the system
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using the complex bandpass sampling has lower sampling frequency and wider
sampling range.

3.2 Sampling Range for Multiple Signals

Using the formula (6), we can extend to N multiple signals to get a generalized
formula. Firstly, the available sampling range for two signals fi(t) and fj(t) is
represented as

(fcj − fci) + (BWi,j/2)
mi,j + 1

≤ fs ij ≤ (fcj − fci)− (BWi,j/2)
mi,j

(11)

where 0 ≤ mi,j ≤ �(fLj − fUi) /BWi,j� and fci < fcj . Based on this constraint,
each available sampling range for all possible combinations of two signals taken
from N signals should be obtained, and then the common ranges out of these
sampling ranges are found. Accordingly, the range fs,all must be satisfied with
all constrains as follows.

fs,all = fs 1 ∩ fs 2 ∩ fs 3 ∩ · · · ∩ fs N−1 (12)

where

⎛⎜⎜⎜⎝
fs 1 = fs 1,2 ∩ fs 1,3 ∩ · · · ∩ fs 1,N ,
fs 2 = fs 2,3 ∩ fs 2,4 ∩ · · · ∩ fs 2,N ,
...

...
fs N−1 = fs (N−1),(N).

(13)

Consequently, above conditions are the same result thatN signals in the complex
sampled bandwidth [−fs/2, fs/2] satisfy the following two equations.

|fIF b − fIF a| ≥ (BWa,b)/2, a = 1, 2, · · · , N − 1, b = a+ 1 (14)
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| (rem(fc1, fs)− (rem(fcN , fs) | ≥ (BW1,N ) /2 (15)

where rem (fc1, fs) is the remainder after division of fc1 by fs, fIFN denotes
IF of fN (t), and fIF i < fIF (i+1) . These signals are then placed as shown in
Fig. 8.

3.3 The Signal’s IF by Complex Bandpass Sampling

The position of the signal changed by sampling, namely the signal’s IF of the
complex bandpass sampled signal, is placed at the positive or negative frequency
part. The position can be decided according to �fci/ (fs/2)�, and this value is
required to be even number for placing positive frequency region and odd num-
ber for placing negative frequency region. Consequently, the IF in the complex
sampled bandwidth is given by

�fci/ (fs/2)� is

{
even : fIF i = rem (fci, (fs/2))
odd : fIF i = − [(fs/2)− rem {fci, (fs/2)}] (16)

Furthermore, if the value within �·� of (16), or fci/ (fs/2) , is even integer num-
ber, not fraction, the signal can be directly placed at baseband. So this system
does not require an additional digital mixer for baseband downconversion. In
the case of odd integer number, the signal is placed at fs/2.

4 Simulation Results

In this section, we compare two bandpass sampling method when two wire-
less communication standards are downconverted. Let’s consider two bandpass
signals f1(t) with fc1 = 1.9B and BW1 = B, and f2(t) with fc2 = 7B and
BW2 = 2B. It assume that these parameters are normalized to the bandwidth
B of f1(t). The variation of the position of two signals by using the proposed
complex bandpass sampling method is depicted in Fig. 9. The circle and trian-
gle mark denote the center frequency of f1(t) and f2(t), respectively. And, the
shaded areas show the available sampling regions. Here, the lowest point in the
shaded regions denotes 3.3B(Hz) as the required minimum sampling frequency.
The line ‘-’ presents the bound of the sampled bandwidth denoting −fs/2(Hz)
in the negative frequency and fs/2(Hz) in the positive frequency.

In the other hand, the result of the case to be applied to real bandpass
sampling is presented in Fig. 10. Unlike the complex bandpass sampling, the
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range of the sampled bandwidth is from 0(Hz) to fs/2(Hz). And according
to the selected sampling frequency, the signal’s spectrum can be inversed in
the sampled bandwidth since the signal of the negative frequency part by real
bandpass sampling cannot be removed. In Fig. 10, the sampled signal is presented
as the form of backslashes ’\’ for inverse spectral placement and the form of
slashes ’/’ for normal spectral placement. Also, The form of ’|’ denotes the signal
sampled by Nyquist sampling rate. In this case, the lowest point in the shaded
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regions, namely, the minimum sampling frequency is 10.4B(Hz). This frequency
is approximately three times as large as that of the complex method. Therefore,
Two results certainly shows that the complex sampling method is more suitable
for the system that can accommodate various communication environment.

5 Conclusions

When expanding digital signal processing of mobile terminals toward the antenna
while making more wideband to be able to cope with different communication
standards, the designer is faced with critical requirements to implement a SDR
system, namely, flexibility and reconfigurability of RF components. By employ-
ing a bandpass sampling technique, however, this problem can be considerably
solved since analog mixers is no longer required. Therefore, The system that
many communication standards can be accommodated is obtained.

In this paper, applying such bandpass sampling, a novel downconversion
method based on complex bandpass sampling technique for multiple RF signals
has been presented. And, we have derived formulas for the ranges of the available
sampling frequency, the minimum sampling rate and the changed position of
signal. From the derived formulas, it is noted that the relation between the
bandwidths and the differences of the center frequency of signals is an important
factor. In addition, we verify from numerical analysis and simulation results that
this proposed method has even lower sampling frequency than real bandpass
sampling. This is critical in the design of a SDR system, as the sampling rate
directly determines the computational requirements. Therefore, the SDR system
using the complex bandpass sampling provides us many merits in various aspects.
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Abstract. In this paper, we propose an enhanced traffic marker (ETM)
to amend the inappropriate marking in DiffServ networks. The ETM
is based on the Two-Rate-Three-Color-Marker (TRTCM) scheme and
introduces the feature of aggressive promotion and fair share marking.
Simulation results show that the ETM fairly allocates bandwidth among
micro-flows and achieves a higher throughput than TRTCM does.

1 Introduction

There are increasing demands for the supporting of quality-of-service (QoS) over
Internet. Internet Engineering Task Force (IETF) proposed two models, named
the Integrated Services (IntServ) [1] and the Differentiated Services (DiffServ)
[2], respectively, to support Internet QoS. The IntServ model reserves the net-
work resource before using it. It ensures the end-to-end QoS for each application
(i.e. micro-flow) but has the scalability problem [3]. The DiffServ model focuses
on the QoS of aggregate micro-flows in order to reduce the complexity. The
micro-flows that require a similar QoS level would be assigned to the same class.
In a DiffServ network, an edge router is responsible for classifying the traffic
into different micro-flows, conditioning the micro-flows in the same class, and
processing the packet according to the QoS requirement. The conditioning and
processing functions are handled by a model named a traffic conditioner. The
traffic conditioner consists of a meter, a marker and a shaper (or a dropper)
[3]. The traffic meter determines the conforming level according to the measured
traffic flow and its QoS profile. The traffic marker assigns a notation to the
incoming packet based on the determined conforming level and the additional
information (e.g. the existing packet notation) to meet the QoS profile. Then,
the traffic shaper (or dropper) would shape (or discard) the packet according to
the packet notation and the network status.

Several marking schemes such as Single-Rate-Three-Color-Marker (SRTCM)
[4], Two-Rate-Three-Color-Marker (TRTCM) [5] and Time-Sliding-Window-
Three-Color-Marker (TSWTCM) [6] were proposed in RFC to implement the
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traffic conditioner. In TRTCM, the packet notation assigned by the traffic marker
is defined as three colors, denoted as green, yellow, and red, which are corre-
sponding to different conforming level of the packet. The green packet stands for
the best conforming level and has the lowest dropping precedence (or the least
shaping delay); the red packet represents the worst confirming level and has
the highest dropping precedence (or the largest shaping delay). The TRTCM
polices the arrived packets of aggregate traffic according to the metered con-
forming level and the existing packet notation, and ensure the individual output
traffic rate of green packets as well as the aggregate output rate of green and
yellow packets to conform to the traffic QoS profile. A natural demotion ca-
pability that re-marks a packet with higher conforming level color to be the
one with the lower conforming level color is inevitable. However, a packet that
is demoted due to congestion may not have the chance to restore its conform-
ing level and the bandwidth fair share among micro-flows is uncertain after the
packet demotion take places. Also, the traffic rate of green packets might be
impaired due to excessive incoming yellow packets in TRTCM. A random early
demotion and promotion (REDP) techniques [7] was proposed to overcome the
unfair-marking problem. It allows packet promotion in addition to the demo-
tion nature of the RED-In/Out (RIO) [8] marking mechanism and introduces
fair marking during packet demotion and promotion by appropriately allocating
the demotion/promotion probabilities among packets. In order to enhance the
throughput of the aggregate traffic flow and provide the better fairness among
micro-flows for TRTCM, a TC PFG marking scheme [9] was proposed. However,
in TC PFG, only yellow-packet promotion is allowed and this limits its applica-
tion. Moreover, TC PFG has the problem of unjust-promotion that a demoted
high-priority packet is not guaranteed to be promoted first when the excess net-
work resource is available. In this paper, we propose an enhanced traffic marker
(ETM) to deal with the problems of TC PFG and improve the performance on
traffic throughput and fairness.

2 Enhanced Traffic Marker

The ETM is based on TRTCM scheme. It adopts the concept of RED [7] and
provides functions of promotion, fairness-guarantee, and green-packet protec-
tion. The promotion function remarks the low-conforming packets into high-
conforming ones when there are excessive resources of the network, and this
would improve the throughput of the aggregate flow. Based on the natural de-
motion capability and the proposed promotion function, the fairness-guarantee
function further improves the fair share among the micro-flows by appropriately
determining reasonable demotion/promotion probabilities for the green and yel-
low packets of the micro-flows. The green-packet protection function allows the
token number in the bucket to be in deficit for incoming green packets to protect
them from being affected by excessive incoming yellow packets.

TRTCM is composed of two token buckets denoted as TP and TC . The Peak
Information Rate (PIR), the Peak Burst Size (PBS), the Committed Information
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Rate (CIR), and the Committed Burst Size (CBS) are four parameters to be
configured. The size and the token generation rate of TP (TC) are set to be PBS
and PIR (CBS and CIR), respectively. Initially, both the token buckets TP and
TC are set to be full. An incoming packet is marked as green if both TP and
TC are not empty. A packet is marked as yellow if TP is not empty and TC is
empty. If TP is empty, the incoming packet is marked as red. After marking, the
number of tokens consumed from TP and TC is depend on the size of the packet.

The functional block diagram of the proposed ETM is illustrated in Fig. 1.
We adopt the same architecture and parameters used in TRTCM, but modify
its marking algorithm. The ETM also consists of two token buckets, denoted
as TP and TC , respectively, and a marking algorithm processor, the fair traffic
marker with aggressive promotion (FTM AP). The size and token generation
rate of TP (TC) are also set to be PBS and PIR (CBS and CIR), respectively.
The FTM AP works with a record unit and a promotion/demotion probability
generator. The record unit stores the flow-id, the existing color, and the arrival
time for incoming packets everyΔt. The number of green, yellow, and red packets
of micro-flow j, denoted by g(j), y(j), and r(j), respectively, are then recorded.
The promotion/demotion probability generator uses the statistics to estimate
the distribution of incoming packets and determines the promotion/demotion
probability for each micro-flow based on the available tokens.

Fig. 1. ETM scheme

FTM AP supports the promotion of yellow and red packets to enhance the
throughput as well as achieve better fairness. FTM AP further uses the original
color to reduce the unjust promotion. For each incoming packet, currently unused
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(CU) bits in the DS field [2] are used to store the information of its original color
and current color. The original color is assigned at the source end and the current
color could be remarked at any intermediate node. For simplicity, the G, Y, and
R are used to denote the green, yellow, and red colors, respectively. YG, for
example, represents that the current color is yellow and the original color is
green.

Twelve thresholds are defined and are further categorized into four groups,
denoted by THC , TLC , THP , and TLP , respectively. THC and TLC are used
in TC and they divide TC into the promotion, balance, and demotion regions.
Similarly, THP and TLP divide TP into three regions. Each threshold group
defines three sub-thresholds for packets with different original color. For example,
the thresholds THC G, THC Y , and THC R defined in the group THC are specified
for the original color of green, yellow and red packet, respectively. In order to
mitigate the influence of unjust promotion, the constraint TX G ≤ TX Y ≤ TX R,
where X ∈ {HP, LP, HC, LC}, should be met. The constraint is to assure that
a packet with a higher original conforming level color at the source would be
demoted with a lower probability.

Assume TC(t) and TP (t) denote the number of tokens in TC and TP observed
at time t, respectively. In our design, FTM AP demotes an incoming packet from
green to yellow when TC(t) < TLC . The demotion probability PG

d is given by

PG
d = MaxG

d ×
TLC X − TC(t)

TLC X
, (1)

where MaxG
d is the maximum demotion ratio defined by the system and X ∈

{G, Y,R} is corresponding to the original color of the incoming packet. It can be
found that a large TLC will result in a higher demotion probability. The demotion
probability is increased as the decrease of available tokens. We further use PG

d

and the packet number statistics g(i) to estimate the actual demotion probability
applied on the incoming green packet. At first, we can obtain the amount of green
packets that can pass through ETM without demotion, denoted by gpass, by

gpass =
n∑

i=1

g(i)× (1− PG
d ), (2)

where g(i) is the amount of green packets of micro-flow i; n is total number of
micro-flows. According to the max-min fairness [10], we have to guarantee the
sending rate of the “micro-flow that need less (MFNL)” traffic. The remaining
bandwidth is then equally shared by the “micro-flow that need more (MFNM)”
traffic. It means that we shall not demote any green packet for MFNL micro-flows
and then share the remaining bandwidth of gpass to MFNM micro-flows. Assume
that there are nMFNM MFNM micro-flows and the remaining bandwidth of gpass

is gMFNM . Then we can recursively obtain the demotion probability of the green
packet for micro-flow j until the following condition is fulfilled:

PG
d (j) =

{
0 if j belongs to MFNL traffic,
1− (gMF NM /nMF NM)

g(j) if j belongs to MFNM traffic. (3)



436 Li-Fong Lin et al.

That is, a micro-flow with more green packets (i.e. larger g(j)) its green packets
will have a higher probability to be demoted in ETM.

Similarly, a yellow packet is demoted to be red when TP (t) < TLP . The
demotion probability PY

d is given by

PY
d = MaxY

d ×
TLP X − Tp(t)

TLP X
, (4)

where MaxY
d is the maximum demotion ratio defined by the system and X ∈

{G, Y,R} is corresponding to the original color of the incoming packet. The
amount of yellow packets that can pass through ETM without demotion, denoted
by ypass, is then given by

ypass =
n∑

i=1

y(i)×(1 − PY
d ). (5)

And we can recursively obtain the demotion probability of the yellow packet for
micro-flow j as

PY
d (j) =

{
0 if j belongs to MFNL traffic,
1− (yMF NM/nMF NM)

y(j) if j belongs to MFNM traffic. (6)

We will promote the yellow and red packets when there is available bandwidth
(i.e. sufficient token number in TP and TC). Based on the concept of max-
min fairness, the micro-flow i that consumes the smallest bandwidth among the
micro-flows will be promoted first. In ETM, a packet is promoted by FTM AP
from yellow to green when TC(t) > THC . The promotion probability PY

p is given
by

PY
p = MaxY

p ×
TC(t)− THC X

CBS − THC X
, (7)

where MaxY
p is the maximum promotion ratio defined by the system and X ∈

{G, Y,R} is corresponding to the original color of the incoming packet. It can be
found that the promotion probability is increased as the increase of the available
tokens. The excess bandwidth results from the promotion of yellow packets,
denoted as yprom, can be obtained by

yprom =
n∑

i=1

y(i)× PY
p . (8)

The excess bandwidth is then equally shared by the micro-flows that do
not exceed their requested bandwidth. We can recursively obtain the promotion
probability of the yellow packet for micro-flow j, denoted as PY

p (j), until the
following condition is fulfilled:
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PY
p (j) =

⎧⎪⎨⎪⎩
0 if j exceeds its requested BW,((

yprom+

k∑
i=1

g(i)

)/
k

)
−g(j)

y(j) otherwise,
(9)

where k is the total number of micro-flows that do not exceed their requested
bandwidth.

Similarly, a red packet can be promoted to be yellow when TP (t) > THP .
The promotion probability PR

p is given by

PR
p = MaxR

p ×
TP (t)− THP X

CBS − THP X
, (10)

where MaxR
p is the maximum promotion ratio defined by the system and X ∈

{G, Y,R} is corresponding to the original color of the incoming packet. The
excess bandwidth results from the promotion of red packets, denoted as rprom,
is obtained by

rprom =
n∑

i=1

r(i)× PR
p . (11)

The promotion probability of red packets for micro-flow j, denoted as PR
p (j), is

given by

PR
p (j) =

⎧⎪⎨⎪⎩
0 if j exceeds its requested BW,((

rprom+

k∑
i=1

(g(i)+y(i))

)/
k

)
−(g(j)+y(j))

g(j)+y(j) otherwise.
(12)

In this equation, k is the total number of micro-flows that do not exceed their
requested bandwidth and g(j) + y(j) is the bandwidth that has been used by
the micro-flow j.

3 Simulation Results

In this section, two simulation scenarios were presented to verify the marking
accuracy and fairness of the ETM. The results were then compared with the
TRTCM. The network configuration for simulation is demonstrated in Fig. 2. N
micro-flows belonging to the same service class originate from the sources and
traverse across three DiffServ domains to reach their destinations (i.e. the “sink”
node). The link capacity and delay parameter for each link are directly noted
in the figure, and the round trip time (RTT) of a connection is assumed to be
36ms.
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Fig. 2. Simulation topology

3.1 Accuracy of the Marking

The first simulation scenario we take is to verify the marking accuracy of traffic
markers. In this scenario, only single traffic source is necessary (i.e. N = 1 in Fig.
2.) but diverse traffic parameter conditions of the source would be considered
to explore the marker’s performance on accuracy. In this paper, a Pareto traffic
source with ten different traffic rate combination conditions is employed. The
QoS profile specified at the ER1 is CIR equals to 5Mbps and PIR equals to
10Mbps and no profiles are specified ar ER2 and ER3. That is, the maximum
ideal green and yellow rates observed at the output of ER1 are 5Mbps and
5Mbps, respectively, and the ER2 and ER3 are transparent for the traffic. The
other system parameters and the simulation results are listed in Table 1 and
Table 2, respectively, and the results are observed and measured at the output
of ER1.

Table 1. System parameters of scenario 1

Parameter Value

TRTCM
CBS 60 packets
PBS 60 packets

TL P 17 packets
Δt 0.432 ms
CBS 60 packets
PBS 60 packets

ETM (MaxG
d ,MaxY

d ,MaxY
P ,MaxR

P ) (1, 1, 1, 1)
(TLC G, TLC Y , TLC R) (10, 17, 24) packets
(TLP G, TLP Y , TLP R) (10, 17, 24) packets
(THC G, THC Y , THC R) (36, 43, 50) packets
(THP G, THP Y , THP R) (36, 43, 50) packets

In Table 2, it can be found that the ETM and TRTCM have similar results
in traffic conditions 1, 3, and 4. Traffic condition 2 demonstrates the case that a
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greedy source generates an excess amount of yellow packets than its QoS profile.
In this case, the TRTCM does not take action for the excess yellow packets.
Therefore, the yellow packets consume most of the tokens in TP and result in
the starvation of green packets. With ETM, it can be found that both the green
and yellow packets are conformed to the QoS profile. Traffic conditions 5, 8, 9,
and 10 simulate the congestion at source nodes such that the input green rate is
smaller than the QoS profile. It’s found that the ETM marks more green packets
via aggressive promotion to meet the profile. In summary, the proposed ETM
meets the traffic profile and achieves a highest throughput than TRTCM does.

Table 2. Simulation results of scenario 1

Scenario 1 Input QoS Output rate Output rate
Traffic Rate Profile of TRTCM of FTM

Conditions (Mbps) (Mbps) (Mbps) (Mbps)

1

Green
Yellow
Red

5.0
5.0
2.0

5.0
5.0
—

4.9145
4.8082
2.2773

4.9461
4.7701
2.2838

2

Green
Yellow
Red

5.0
8.0
2.0

5.0
5.0
—

4.5504
5.1563
5.2934

5.0033
4.8674
5.1293

3

Green
Yellow
Red

8.0
5.0
2.0

5.0
5.0
—

4.9371
4.8152
5.2477

4.9941
4.8559
5.1500

4

Green
Yellow
Red

10.0
12.0
2.0

5.0
5.0
—

4.9605
4.9035
14.1359

5.0010
4.9313
14.0678

5

Green
Yellow
Red

4.0
8.0
2.0

5.0
5.0
—

3.7645
6.0348
4.2008

4.8717
4.9541
4.1742

6

Green
Yellow
Red

3.0
6.0
2.0

5.0
5.0
—

2.9781
5.8557
2.1662

4.7209
4.2170
2.0621

7

Green
Yellow
Red

6.0
3.0
2.0

5.0
5.0
—

4.9578
3.8930
2.1492

4.9787
4.0682
1.9531

8

Green
Yellow
Red

3.0
2.0
6.0

5.0
5.0
—

3.0488
2.0203
5.9309

4.6262
3.2920
3.0818

9

Green
Yellow
Red

3.0
4.0
2.0

5.0
5.0
—

3.0447
4.0328
1.9195

4.6838
3.1402
1.1760

10

Green
Yellow
Red

2.0
2.0
2.0

5.0
5.0
—

1.9969
1.9582
2.0449

4.1533
1.3479
0.4988
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3.2 The Fairness of the Marking

The second simulation scenario is to verify the fair share making capability of
traffic markers. Therefore, several micro-flows with different traffic characteris-
tics and parameters are employed. The QoS profile in DiffServ domain 1 (DS1)
is then configured as the bottleneck for the incoming green traffic. Thus, some
of the green packets would be demoted or discarded. Besides, the Multiple-RED
(MRED) [11] scheme is adopted in the core router (CR1 and CR2) to handle
the congestion for both TRTCM and ETM. In MRED, packets marked as the
lowest conforming level will be dropped first if congestion happens.

In the simulation, 45000 packets (about 20 seconds) were simulated and the
size of all packets is 512 bytes. Four UDP and two TCP micro-flows are as-
sumed. The UDP sources are implemented as Constant Bit Rate (CBR) traffic.
The TCP sources are adaptive traffic with varied sending rates. The round trip
time (RTT) of a TCP connection is assumed to be 36ms. The traffic parame-
ters, the output (green, yellow, red) traffic rate in Mbps, for each source are as
follows: UDP1=(1.9, 0.3, 0.3), UDP2=(1.0, 0.9, 0.9), UDP3=(0.7, 0.35, 0.35),
UDP4=(0.3, 0.35, 0.35), TCP1=(1.0, 0.5, 0.5) and TCP2=(1.0, 0.5, 0.5). The
QoS profile in each edge router is the same and is set as CIR = 2.0 Mbps and
PIR = 2.5 Mbps. The other system parameters used in the simulation are the
same with scenario 1 in Table 1.

In order to evaluate fairness among micro-flows, we adopt the fairness index
defined by [11]

xi =
achieved ratei

ideal ratei
, (13)

fairness index =

(∑
i

xi

)2

n×∑
i

x2
i

, (14)

where achieved ratei and ideal ratei are the practical average throughput and
the ideal throughput for micro-flow i, respectively; n is the number of active
micro-flows. The fairness index falls into the range between 0 and 1. For the
perfect fairness, the fairness index should be equal to 1.

The average throughput for each traffic source obtained during the simulation
is shown in Fig. 3. In Fig. 3, the fairness index of TRTCM and ETM are 55.51%
and 97.13%, respectively. It’s because that TRTCM does not protect the TCP
traffic and, thus, a large number of packets are demoted in ER1 and dropped in
the core routers. This leads to the re-transmission mechanism of TCP and results
in a low throughput for TCP users; therefore, the fairness index is decreased.

4 Concluding Remarks

In this paper, we proposed an enhanced traffic marker (ETM) for DiffServ net-
works. The primary feature of the proposed ETM is that it can allocate band-
width for both green and yellow packets according to the QoS profile. It also
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Fig. 3. Throughput distribution of different traffic marker schemes in simulation
scenario 2: (a) TRTCM scheme, (b) ETM scheme

promotes yellow and red packets to enhance the throughput when there is avail-
able bandwidth. In the paper, the operation of ETM as well as the promo-
tion/demotion probabilities is defined. The performance of the proposed ETM
was verified via simulation and the results were compared with TRTCM. Simula-
tion results show the ETM outperform the TRTCM in both congested networks
and under-loaded networks.
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Abstract. This paper presents the fuzzy logic-based control structure
for incoming traffic from an arbitrary node to provide admission con-
trol in a policy-based IP network management structure. The proposed
control structure uses a scheme for deciding the network resource allo-
cation depending on the requirement of predefined-policies and network
states. The proposed scheme enhances policy adapting methods of exist-
ing binary methods, and can use resource of network more effectively to
provide adaptive admission control, according to the unpredictable net-
work states for predefined QoS policies. Simulation results show that the
proposed controller improves the ratio of packet rejection up to 17%, be-
cause it performs the soft adaptation based on the network states instead
of accept/reject actions in a conventional CAC(Connection Admission
Controller).

1 Introduction

TCP/IP provides essential network connection infrastructure in the world of in-
ternet where IP network has a property that is non-deterministic and does best
efforts for transferring traffics. Under such Internet architecture, however, this
does not guarantee QoS for delay-sensitive multimedia applications. Differenti-
ated services [1] proposed a class based service for each packet, as a mechanism to
ensure QoS in the IP network. Also, InterServ [2] proposed a resource reservation
mechanism through the signaling protocol such as RSVP (Resource Reservation
Protocol) to offer the flow based on guaranteed QoS. Generally these mecha-
nisms require a frequent re-configuration to control a classification of the traffic
at the network edge. The administrator has a difficulty to configure some static
policies about unforeseeable network traffics. The policy-based network man-
agement (PBNM) was proposed as a suitable approach for these administration

� This study was supported by a grant of the Korea Health 21 R&D Project, Ministry
of Health & Welfare, Republic of Korea(02-PJ3-PG6-EV08-0001)

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 443–451, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



444 Hyung-Jin Lim, Ki-jeong Chun, and Tai-Myoung Chung

problems. That is, it has required the control mechanism based on predefined
policies to guarantee QoS. However, the QoS management requires to monitor
the predefined policies being properly achieved in the network.

We designed the adaptive admission control module using a fuzzy inference
that accommodates PDP (Policy Decision Point) roles in PBNM. Examples of
applying fuzzy theories [7][10] can be found in a engineering field on fuzzy con-
trol and on computer communication[4][5][6][9]. Therefore, we also proposed the
admission controller that reflects the present resource status through a network
monitoring with SNMP (Simple Network Management Protocol)[14], and de-
cides availability of a predefined traffic policy. Therefore, Section 2 explains the
control architecture for the fuzzy controller. Section 3 covers a simulation to
verify the efficiency of the fuzzy control for the adaptive QoS policy. Section 4
describes analysis of the control algorithms. In the final section, the conclusion
of this study is followed.

2 Fuzzy Control Architecture

In the IP network which uses IntServ and DiffServ [3], the edge network nodes
must perform admission control through reception of a packet or a signaling
protocol, when the control module decides processing availability of a packet or
a flow. The control requires negotiation with predefined policy according to re-
sources monitoring of the present node. The controller proposed in this study has
a control ability through fuzzy inferencing, and it can resolve the policy conflicts
between a network status and predefined policies for arrival traffic in DiffServ, or
for a resource request in IntServ. We propose IAC (Intelligent Admission Con-
troller) that offer an adaptation capability according to the network condition.
Fig. 1 shows IAC component that is consists of FBE, NCE, NRE, FCAC and
PAC. As space is limited, we haven’t shown detail modules and fuzzy member-
ship functions for each IAC components, but it is shortly introduced as follows.

The Fuzzy Bandwidth Estimator (FBE) is the module that estimates the
required bandwidth that is calculated from parameters, such as packet delay,
packet duration and packet rate limit. The parameters express as Rd, Rdu, Rr.
The FBE define Ce as a service level of the traffic. The Ce is an output linguistic
variable depending on expert knowledge [11] [12] [13] to compose the FBE.

The Network Congestion Estimator (NCE) generates a congestion indicator
Ci according to the measured system statistics that use SNMP, such as the queue
length, the change rate of the queue length, and packet loss ratio. The congestion
indicator is based on buffer-threshold approach [8].

The Network Resource Estimator (NRE) performs the role to calculate traffic
throughput which is processing at present node through monitoring using SNMP.
The NRE calculates an acceptance possibility by present processing capacity for
incoming traffic, and defines the acceptance possibility as Ca.

The Fuzzy Connection Admission Controller (FCAC) calculates acceptance
level of a policy to crisp value through input value from the NRE and the NCE.
That is, FCAC takes acceptance level through packet loss ratio (pl) as Feedback
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Fig. 1. Intelligent Admission Controller

performance [9] value and Capacity indicator value (Ca). Then, it defines the
acceptance level as z. An inferencing process for the FBE and the FCAC can be
obtained through Matching, Inferencing, Combination, Defuzzification. Combi-
nation defined as μwi(Ci) = min(μs(Rp), μL(y), μpl(Rm), μh(Tp)) and μWA(z)
= min(μNE(Ca), μN (Ci), μs(pl), respectively. They used CoA (Center of Area)
approach for Defuzzification. The area means a membership function size that
is the Combination result.

Ci =
n∑

i=0

Area(Ci)× CoA(Ci)/
n∑

i=0

Area(Ci) (1)

The Policy Adaptation Controller (PAC) evaluates a proper request level
according to the current network state. That is, the PAC decides the resources
assignment policy for arrival traffic, and operates as PDP in PBN system. There-
fore, the PAC must update the policies through SNMP or COPS (Common Open
Policy Service) [3] to the local policy repository. The proposed fuzzy controller
infers a adaptation availability considering network state about predefined pol-
icy, and can have soft control architecture that is adapted by suitable policy
level when network situation is inadequate in the required policy.

3 Simulation Experiments

For the control performance provided by the fuzzy controller, the simulation
results are observed during the gradual increase in the arrival traffic amount to
network edge node, which functions as admission control. For this purpose, the
policy for the service level required at individual traffic predefined by the ad-
ministrator is set as the input value for the node formed in virtual environment.
The output value as the result of control adapted by current packet processing
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Fig. 2. Policy Table for Traffic Services

capacity, which takes into account the current congestion status and packet drop
rate. The algorithm of the fuzzy controller is implemented using C language. The
maximum processing capacity of the control node is set at 100 Mbps, with one
input and output port.

We assumed that the control node does not reject the resource request from
arrival traffic when the congestion degree in the node is high; can adaptively
allocate the resource according to the node situation even if it cannot allocate
the all request resource at an initial period, since it allocates the remaining
resources requested when the network status is improved. Traffic policy as an
input variable is predefined by the administrator, and the node status of network
can be obtained through monitoring by SNMP. Fig. 2 shows the policy table for
traffic service request given as an input variable to be used in simulation.

Fig. 3. Traffic Adaptation Degree in
Non-Fuzzy Environment

Fig. 4. Traffic Adaptation Degree in
Fuzzy Environment

Simulation results show that a request service level is adapted according to
node status as well as rate limit on fuzzy controller. However, packet drop rate
for the service requirements is high on the non-fuzzy controller. The results are
shown when there is an arrival traffic rate approximating to threshold for capac-
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ity that a node can process. Accordingly, an experiment scenario is prepared by
separating into general traffic and burst traffic.

3.1 Adaptation Ratio of General Traffic Environment

To observe the adaptation degree of fuzzy admission controller according to a
change in arrival traffic rate as input variables, the adaptation degree is measured
while Rr value is changed. Other variables on policy table are given as fixed
values. Fig. 3 and 4 shows the traffic adaptation degree for a service level request
when the node has the throughput close to processing capacity that the node
can accept. In the non-fuzzy environment, traffic acceptance ratio is found to
drop for the traffic near threshold (i.e., 100 Mbps) on the control node. There
is a difference in time of arriving at threshold, depending on the arrival traffic
increase ratio. However, the same pattern is shown for the traffic acceptance at
the throughput status approximating to the threshold. Therefore, the higher the
increase ratio of arrival traffic the higher the admission rejection ratio.

There is a difference in the adaptation period for a service level of traffic
required at node, depending on the increase ratio of arrival traffic in fuzzy envi-
ronment. When the increase ratio of arrival traffic is high, it reaches the threshold
of node throughput faster. Therefore, the fuzzy adaptation period grows quicker.
The interval of adaptation points and thresholds shown in Fig. 4 is found to be
affected by the rule of admission controller reflected in fuzzy controller. The
adaptation degree formed around 80Mbps is because the rejection or acceptance
is determined according to the request level by control algorithm, when the con-
trol node has an idle bandwidth about 20 Mbps. Accordingly, it can be adjusted
to optimize the control result through the control algorithm, and the algorithm
consists of the membership function of fuzzy controller for the required policies.

Fig. 5. Burst Adaptation Degree per Control Structure
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3.2 Adaptation Ratio of Burst Traffic Environment

Fig. 5 shows the adaptation degree according to control structure for burst traffic
in fuzzy/non-fuzzy environment. Fig. 6 and 7 show the adaptation degree that
appears during the adjustment of values of the input variables affecting the node
status when the service for burst traffic is requested. When there is an increase in
congestion degree and packet drop ratio affecting node status in fuzzy controller,
the adaptation degree for burst traffic is found to be higher than in non-fuzzy
environment. The controller selects and operates the higher adaptation degree
when a node is in the congestion status, since an acceptance of continuous traffic
resource requests at this status may cause a severe congestion.

No special adaptation degree has been found when other variable values are
changed during the simulation. This is because the adaptation degree is not de-
termined according to the only output values (i.e., for the requested service level)
from FBE module, but is determined together with the current network status.
That is, lots of adaptation degrees are found when the congestion degree or the
loss ratio of network is changed. It shows the result that a higher adaptation
degree is found in a congestion status.

Fig. 6. Burst adaptation Degree per
Node Status Change

Fig. 7. Burst adaptation Degree per
Node Status Change

4 Analysis on Adaptive Control Algorithm

Fig. 8 shows the control algorithm applied to this study. The current request
policy determines the policy adaptation based on the result of monitoring on
the inference module. It determines whether to execute the policy directly, or
whether to execute an adaptive policy through such results.

The resource allocation request for a new traffic policy will be rejected if the
current network processing capacity is not sufficient. Therefore, when an adap-
tive determinant module has to determine whether to apply the result value
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from the inference module, an adaptation will be determined based on the net-
work resource status and the current policy request. Accordingly, the processing
capacity of the current network controlled by the IAC can be descried as follows:

θ = λ× Ca + (1 − λ)× Cmax, (0 ≤ λ ≤ 1) (2)

Cm1 =
k∑

i=1

Rri(Cm < Ca ≤ Cmax, k ≥ 1) (3)

Cm2 =
k∑

i=1

Rri +
n∑

i=k+1

Rrj × μwa(z), (Ca ≤ θ, n ≥ 1) (4)

The determination of the FCAC may reflect the adaptation degree by defini-
tion of membership function designed according to an administration policy.
Through the simulation, it has been found that the change ratio of attributes
value requested for traffic flow does not have significant influence on the total
adaptation degree of fuzzy controller, and the adaptation degree also is deter-
mined through correlation between current node status and the traffic service
level defined through the FBE. If the control node has an idle bandwidth, the
adaptation degree displayed through fuzzy controller shows the same acceptance
ratio as in the non-fuzzy environment. In case of a throughput status close to
threshold, the fuzzy controller shows that it operates according to the adaptation
value. Accordingly, it is possible to enhance the node efficiency and to reduce
the loss ratio by a drop in packet flow that may occur in the network congestion
status, through an increase in an average acceptance ratio at the node.

Fig. 8. Adaptive Policy Control Algorithm
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5 Conclusion and Future Works

In this study it is proposed that a control structure determines the network
resource allocation according to the network status. As a result of executing the
simulation with the fuzzy controller designed in this study, it improved the packet
rejection ratio by 17% on the average according to traffic patterns compared with
non-fuzzy environment. This is because it performs a soft adaptation based on
network status by fuzzy controller, rather than accept/reject action in the non-
fuzzy environment.

The fuzzy controller shows the same acceptance ratio as in the non-fuzzy en-
vironment when an idle bandwidth exists in the node, while it operates according
to its adaptation value when it reaches the threshold of the node throughput.
Accordingly, it demonstrates that the node processing efficiency can be improved
and the loss ratio by packet drop which may occur in a network congestion status
can be reduced as the average acceptance ratio is raised.

In a practical network, setting values of the fuzzy membership function set
in our proposal should be newly adjusted to fit. In a future study, we expect to
expand to a fuzzy control structure that has learning functions according to the
network status. Therefore, the control structure will be able to automatically
adjust to proper setting values in a practical network.
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Abstract. Even though several RSVP extensions have been proposed
to support QoS guarantee in mobile Internet, they still suffer from issues
such as excessive advanced reservations or a nonoptimal path gener-
ated by Mobile IP. We propose an algorithm called “Link Layer Assisted
Multicast based Mobile RSVP (LM-MRSVP)” to resolve the issues. Our
implementation shows practicability of our proposal and the simulation
study confirms our claims.

1 Introduction

Provision of seamless Quality of Service (QoS) in a mobile environment has been
a challenging issue for researchers. When a mobile node (MN) moves from one
subnet to another, rerouting of packets is required within a reasonable amount
of time to support QoS. Two protocols, Mobile IP [1] and RSVP [2], have been
considered to support seamless QoS in the mobile Internet. The first provides an
alternative IP address to the MN moving out of one subnet for rerouting to be
possible. The second provides a way to reserve network resources to guarantee
QoS.

However, the combination of the two caused RSVP invisibility problem. The
IP-in-IP encapsulation mechanism of Mobile IP makes RSVP messages invisible.
The modification of IP header due to the encapsulation causes RSVP messages
invisible to routers. As a consequence, routers cannot reserve the path. To ad-
dress this problem, RSVP Tunnel [3] was proposed. The underlying idea of RSVP
Tunnel is that additional messages, tunnel PATH and tunnel RESV, are sent by
tunnel entry and exit points on top of the existing RSVP messages to make
a reservation in the tunnel area. The new messages are used to establish path
between the entry and exit points and the original RSVP messages are used to
establish end-to-end path.

Simple combination of the two protocols is not enough to provide seamless
QoS. Seamless QoS requires establishment of a new RSVP session within a rea-
sonable time limit. Otherwise, an MN would experience disruption in service.
Mobile RSVP (MRSVP) [4] introduced the concept of advanced resource reser-
vation (ARR). Instead of waiting until an MN moves to a new subnet, it makes

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 452–462, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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advanced reservations at multiple potential locations to save time for the session
establishment. However, MRSVP has possibility of wasting network resources
by making too many reservations as the number of MN increases. Moreover, it
inherits the long triangular route of Mobile IP. The packets destined to the MN
should go through the home agent of the node, which incurs additional delays.
It may cause the service disruption.

Hierarchical MRSVP (HMRSVP) [5] integrates RSVP with Mobile IP regis-
tration. It makes advance resource reservations only when an inter-region han-
dover may possibly occur. Therefore, HMRSVP can reduce the number of ARRs.
However, HMRSVP still inherits the inefficient routing path due to the triangle
routing.

In this paper, we propose Link Layer Assisted Multicast-based Mobile RSVP
(LM-MRSVP) to address the above issues: excessive advance reservation, ineffi-
cient routing of Mobile IP, and the invisibility problem. It uses Layer 2 trigger
[6] to predict potential movement. With the prediction, it only makes advance
resource reservation of the potential cell not to make an excessive reservation.
It uses a multicast session when handoff happens. Packets are forwarded more
than two subnets simultaneously to avoid service disruptions. We implemented
the protocol and perform experiments to support our ideas.

The rest of this paper is organized as follows. Section 2 describes related
work. In section 3, we describe the main ideas of our proposal. Sections 4 and
5 present the performance evaluation of LM-MRSVP. We conclude the paper in
section 6.

2 Related Work

In this section, we describe existing approaches to resolve issues of RSVP in
mobile Internet.

RSVP Tunnel RSVP Tunnel [3] was proposed to address RSVP messages
invisibility problem. In RSVP Tunnel, both tunnel entry router (Rentry) and
tunnel exit router (Rexit) send newly designed RSVP messages in addition to
the existing RSVP messages. The new messages, tunnel PATH and tunnel RESV,
are just used for reservation of the IP tunnel area, not end-to-end QoS. With
these newly designed messages, RSVP Tunnel mechanism can establish a RSVP
session over the IP tunnel as well as end-to-end path. However, RSVP Tunnel
still suffers from some problems because it is based on Mobile IP. First, more
time and resources are required to establish a RSVP session due to a nonoptimal
routing path of Mobile IP. Second, a home agent (HA) always becomes an anchor
point of all RSVP sessions for MNs which are registered the same HA. In such a
situation, we encounter the bottleneck problem of RSVP sessions at HA. Finally,
additional messages of RSVP Tunnel stir up a heavy traffic problem of signaling
messages more and more.

Multicast Based RSVP RSVP Mobility Support [7] is a new RSVP model
based on IP multicast in order to support mobility. In the approach, all the data
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and RSVP messages are delivered over the multicast session and the mobility of
an MN is modeled as multicast group join and leave operation. Each BS, called
Mobile proxy, initiates join operation and reserves a multicast path in place of
an MN. RSVP Mobility Support also uses the advanced resource reservations
to support seamless QoS guarantee. When an MN launches a reservation, join
operation is initiated from all the neighboring BSs as well as the current BS.
Therefore, in the hierarchical network structure, RSVP Mobility Support always
provides the optimized reservation paths. However, this approach also does not
address the excessive advance reservation problem. In paper [8], Huang expanded
the above scheme over the hierarchical Mobile IPv6 structure.

MRSVP Talukdar proposed the Mobile RSVP (MRSVP) [4] to support mobil-
ity for RSVP. In MRSVP, each MN maintains Mobility Specification (MSPEC),
which indicates a set of locations the MN wishes to make ARRs. Then MRSVP
reserves the resources in advance according to the MSPEC. MRSVP divides a
reservation into two types: active and passive reservation. An active reservation
denotes a conventional reservation of RSVP and a passive reservation repre-
sents a state of resources only being reserved but not transmitting actual data
packets. MRSVP makes an active reservation at the current location of an MN
and makes passive reservations at the locations within its MSPEC. Such passive
reservations make MRSVP practicable to guarantee seamless QoS for an MN.
However, if MSPEC includes multiple locations (MSPEC might indicate neigh-
boring but also further away cells), too many ARRs may be required. It wastes
network resources excessively and causes a scalability problem as the number of
MN increases.

HMRSVP Tseng proposed Hierarchical MRSVP (HMRSVP) [5], an enhanced
mechanism based on MRSVP. HMRSVP employs RSVP Tunnel and Mobile IP
regional registration [9]. In HMRSVP, ARRs are only established at the bound-
ary cells of a region, which is possibly represented as a routing domain, when
an inter-region handover occurs. Therefore, HMRSVP can reduce the number of
ARRs. When an MN moves in a single region, HMRSVP guarantees seamless
QoS with Mobile IP regional registration scheme. Mobile IP regional registration
decreases the setup time of resource reservation for new path. However, though
Mobile IP regional registration can reduce the cost of re-establishing reserva-
tion path, it still establishes the inefficient routing path caused by the triangle
routing of Mobile IP.

3 Link Layer Assisted Multicast-Based Mobile RSVP

The proposed mechanism, Link Layer Assisted Multicast-based Mobile RSVP
(LM-MRSVP), reduces the number of ARRs and avoids the problem incurred by
using Mobile IP (that is, using RSVP Tunnel). It can be achieved by predicting a
potential cell using Layer 2 trigger and RSVP sessions established independently
with Mobile IP by Multicast and RSVP Agent (MRA).
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Figure 1 shows steps to establish RSVP session using LM-MRSVP. When
the MN moves close to a new BS, it receives a beacon signal from the new BS.
By this beacon signal, the MN learns about the new BS and then informs the
current BS of the new BS through an InformNewBS message. After receiving
the InformNewBS, the current BS sends a JoinResvReq message to the new
BS in order to request to build a new multicast RSVP session. Upon receiving
the JointResvReq message, the new BS sets up a new multicast RSVP session
between the new BS and the crossing router.
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Fig. 1. Procedure of LM-MRSVP

3.1 Movement Prediction Using Layer 2 Trigger

To reduce excessive advance resource reservations, it makes only one ARR to
the potential cell. In LM-MRSVP, the Layer 2 trigger is used to find a potential
cell. Generally, we can identify a new access point (AP) through the Layer 2
trigger (e.g., mobile trigger). In case of IEEE 802.11b Wireless LAN [10], an
AP broadcasts beacon signal messages periodically. The beacon signal message
contains a MAC address of the AP. Such information in the beacon signal allows
MN to identify a new AP. Also Service Set ID (SSID), name of wireless local
area network, in the beacon signal helps an MN to distinguish whether the new
AP is attached to other IP subnet or same IP subnet. In case the beacon signal
from the new AP contains different SSID from current one, we can consider the
new AP is included in other IP subnet, therefore we need to set up a new RSVP
session. Otherwise, we donot have to build a new RSVP session even though we
find a new AP.



456 Hongseock Jeon et al.

For predicting a new AP, the signal strength value of the beacon frames is
used as an important measure. In Figure 2, as an MN closes to a new AP, the
signal strength from an old(current) AP becomes weak gradually while the signal
strength from the new AP becomes stronger. When the signal strength from the
old AP is below Scan Start Threshold, the MN starts to find a new AP. If it
happens that the signal strength from the new AP is stronger than that of the
old AP in some degrees, we can consider the MN will start immediately a layer 2
roaming process to the new AP. In Figure 2, such a point time is when the signal
strength of the old AP reaches Prediction Threshold. Unfortunately, if the MN
changes its direction and thus the prediction is inaccurate, we need a procedure
to cancel a wrong reservation and make a new one. Hence, every time the MN
moves to other IP subnets, it checks a MAC address of a current AP. Provided
that the MAC address of current AP is different from one of predicted AP, the
MN orders that the BS including the predicted AP release the wrong reservation
and the current BS build a new reservation.

New APOld (Current) AP

Movement Direction of MN

Signal from old AP

Signal from new AP

Delta

Si
gn

al
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re
ng

th

Scan Start
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Prediction
Threshold

Fig. 2. Signal Strength for MN

3.2 Multicast and RSVP Agent (MRA)

Though LM-MRSVP is supported by Mobile IP to manage host mobility, it
delivers all guaranteed traffic for an MN without Mobile IP. It comes from that
Multicast and RSVP Agent (MRA) in BS performs all the processes related to
IP multicasting and resource reservation in substitute for an MN.

MRA manages information about MNs with a visitor list table, which con-
tains following columns: RSVP session information (MN IP address/port num-
ber, CN IP address/port number, reservation style and flow descriptor), multi-
cast group address, and life time. When a BS receives a Notify message from
an MN in order to build a multicast RSVP session, MRA in the BS allocates a
multicast group address and adds on a new entry in the visitor list table with
the multicast group address as well as RSVP session information conveyed by
the Notify message. The lifetime field in the visitor list is refreshed by a peri-
odic Notify message. An entry in the visitor list can be deleted with expiration
of lifetime or a LeaveReq message. In LM-MRSVP, an MN lets the current BS
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know a MAC address of the new AP via an InformNewBS message. Hence BSs
must be able to find a new BS’s IP address corresponding to the MAC address
of the new AP. Thus, all the BSs in LM-MRSVP manage a mapping table which
matches neighboring AP’s MAC addresses to neighboring BS’s IP addresses. In
order to build the mapping table, BSs have to exchange some information with
each other to discover their neighboring BSs and APs. In paper [11], there was a
discussion about a protocol to perform such information exchanges. Each entry
in the mapping table is composed of following tuple: Essid, AP MAC address,
BS IP address.

In LM-MRSVP, MRA allocates dynamically multicast group addresses for
multicast RSVP sessions. Such a multicast group address allocation is an impor-
tant issue of IP multicast. RFC 2908 [12] proposes an architecture for multicast
address allocation.

4 Experimental Results

We built a testbed and implemented LM-MRSVP in C on the Linux. The testbed
consists of a router, a CN, a HA, an MN, and two BSs as shown in Figure 3. The
router is enabled to handle the RSVP messages over IP multicast session and
uses a class based queuing (CBQ) scheme. The HA, MN, and BSs are equipped
with Mobile IP modules. In addition, the BSs have an MRA module supporting
LM-MRSVP. The wired and wireless communications are based on the IEEE
802.3 and IEEE 802.11b technology, respectively.

CN / HA

Router

BS 1

MN

MRA 

Background
Traffic

MRA Multicast & RSVP Agent

BS 2

MRA 

Fig. 3. Testbed Configuration for LM-MRSVP

In our experiment, an MN moves from non-congested subnet to congested
one which suffers from massive background traffic. We evaluated a performance
of LM-MRSVP in terms of throughput and PSNR 1. Figure 4(A) shows the
throughput for LM-MRSVP and RSVP. The throughput of RSVP is considerably
1 Peak Signal to Noise Ratio(PSNR): a measure of error used to determine the quality

of compressed image and video. When no error, the value of PSNR is 78.13 dB. And
the value decreases if damaged. In general, anything below 25 dB is unacceptable to
the human visual system.
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Fig. 4. Performance for LM-MRSVP and RSVP

dropped from 1,000 Kbps to 200 Kbps after handover. It indicates that data
destined to an MN are not guaranteed against the network congestion. However,
the throughput of LM-MRSVP does not suffer from the network congestion after
handover. In LM-MRSVP, the throughput is dropped instantaneously while an
MN performs a handover and then is rapidly recovered to the original value.
Figure 4(B) and Figure 4(C) show PSNR value of streaming MPEG-1 file2 with
RSVP and LM-MRSVP. Before a handover, an average PSNR value is 78.13
dB in both approaches. However, with only RSVP, video quality is significantly
reduced after a handover. After a handover, the average PSNR value in RSVP
becomes 35.75 dB and 1390 frames obtain PSNR values below 25dB. On the
other hand, the average PSNR value of LM-MRSVP is 75.67 dB after a handover
and only 187 frames have PSNR values below 25 dB. Those results show the
practicability of LM-MRSVP in mobile Internet.
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2 Video Clip Spec.: Frame size - 352 * 240, Average data rate - 1600Kbps, Frame rate
- 29.97fps, Frame number - 4034, Video size - 22.4 Mbyte
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5 Simulation Results

Based on the simulator of Tseng [5], we made appropriate modifications for
LM-MRSVP. We used 8 by 8 topology as shown in Figure 5. Each rectangular
shaped cell has one BS and total of 64 cells form one region. All BSs in a region
are connected via a crossing router. To simulate inter-region handovers, when
an MN moves toward (A) in Figure 5, we assume that inter-region handover
occurs and the MN enters the region again with the direction of (a). An MN
moves randomly and all handovers are layer 3 handovers. New RSVP requests
are generated at the rate of λ and assumed to be Poisson distributed. The RSVP
session holding time follows an exponential distribution with mean value of 180
sec. Table 1 shows parameters in the simulation. Note that the number of MN
per cell and speed of MN are used with several values.

Table 1. Simulation Parameters

New RSVP request arrival rate (λ) 1/180 RSVP/sec

Mean RSVP session holding time (1/μ) 180 sec

Radius of cell 500 m

Number of MN per cell varied

Speed of MN (km/h) varied

Figure 6(A) to (C) show the performances of LM-MRSVP, HMRSVP, and
MRSVP as the number of MNs per cell increases, when the speed of MN is
80 km/h. Figure 6(A) describes the reservation blocking rate at which a new
RSVP session request of an MN is blocked. The reservation blocking rate of LM-
MRSVP is in between the other approaches. This is because, though HMRSVP
builds ARRs just when an inter-region handover occurs, MRSVP sets up those
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at all neighboring cells in every handover and LM-MRSVP builds an ARR only
at the predicted cell unlike MRSVP.

Figure 6(B) shows the forced termination rate. The forced termination rate is
the probability that a RSVP session which is not blocked is terminated in force
when an MN performs a handover. Typically, the more ARRs provide the lower
forced termination rate because the ARR allows an MN to have one more chance
for making reservation when handover occurs. Therefore, the forced termination
rates of LM-MRSVP and MRSVP, which build ARRs in every handover, are
generally lower than that of HMRSVP. When the number of MNs in a cell is
5, LM-MRSVP and HMRSVP have similar forced termination rates, which are
about 10 %. However, if the number of MNs in a cell increases to be 35, the
forced termination rate of HMRSVP becomes 34 % and the corresponding value
of LM-MRSVP becomes only 21 %.

In Figure 6(C), LM-MRSVP shows little lower performance than HMRSVP
in terms of the session completion rate, which is a probability that a RSVP
session is completed without any reservation blocking and forced termination.
However, when the number of MNs in a cell is larger than 25, the session comple-
tion rate of LM-MRSVP becomes similar to that of HMRSVP. This is because
the session completion rate is a combinational result of the reservation block-
ing rate and the forced termination rate. Thus, the session completion rate of
MRSVP appears the lowest because MRSVP has the considerably higher reser-
vation blocking rate comparing LM-MRSVP and HMRSVP.

Generally, when an MN experiences many handovers, the forced termination
rate is a more significant indication than other metrics because dropping ongoing
session is more annoying than blocking a new session from the user’s point of
view. Figure 7 depicts the forced termination rates of LM-MRSVP, HMRSVP
and MRSVP, which vary with the speed of an MN. All approaches show the
similar forced termination rates in case of the low speed of an MN, 4 km/h.
However, as the velocity of the MN reaches 120 km/h, the forced termination
rate of HMRSVP becomes higher than that of LM-MRSVP. Such a phenomenon
becomes outstanding as the number of MNs per cell increases. LM-MRSVP and
MRSVP have the similar forced termination rate. However, if the number of
MNs per cell is relative small, the forced termination rate of MRSVP is higher
than that of LM-MRSVP. From the above simulation results, we can conclude
that LM-MRSVP has lower impact to users than HMRSVP while LM-MRSVP
shows the similar session completion rate with HMRSVP.

6 Conclusion and Future Work

In this paper, we propose a mechanism, Link Layer Assisted Multicast-based
Mobile RSVP (LM-MRSVP), to support QoS guarantees for mobile Internet.
Our scheme, with the help of Layer 2 trigger, avoids excessive use of network re-
sources by making only one advanced resource reservation at the most probable
cell. Moreover, all BSs in LM-MRSVP build a RSVP session not along a routing
path of Mobile IP but along an IP multicast tree including a CN and BSs as its
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Fig. 7. Forced Termination Rate for LM-MRSVP, HMRSVP and MRSVP.

members. Thus LM-MRSVP offers an optimized RSVP session and overcomes
the problems incurred when using Mobile IP. Through implementation and sim-
ulation results, we showed the practicability of LM-MRSVP and analyzed the
performance of LM-MRSVP comparing HMRSVP and MRSVP. For the future
work, we plan to study the advantages of LM-MRSVP in terms of the bottleneck
problem in HA and signaling overhead due to RSVP tunneling.
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Abstract. Traffic Engineering aims to optimize the operational perfor-
mance of a network. This paper focuses on multipath routing for traffic
engineering that routes the demand on multiple paths simultaneously for
balancing the load in the network. According to the schematic approach
of multipath routing that we propose in this paper, a multipath rout-
ing algorithm selects candidate paths using multicriteria simultaneously
and then distributes the traffic demand among selected paths. Among
multipath routing algorithms, we select four algorithms which fit our
expectations in terms of architecture: WDP, MATE, multipath-AIMD
and LDM. We focused exclusively on technologies designed for MPLS
networks. Each algorithm is compared with respect to complexity and
stability of two stages: the computation of multiple paths and the traffic
splitting among multiple paths.

1 Introduction

The current Internet service is often referred as best effort. Because best effort
service treats all packets equally, when a link is congested, packets are simply
lost and any flows could not get a priority. Congestion derives from insufficient
network resources and unbalanced traffic distribution. Adding more bandwidth
to networks is not the solutions for solving the congestion problems in the long
term. To improve quality of service (QoS) of actual network, we focus on Traffic
Engineering [1] and more specifically on multipath routing. This study aims to
compare different algorithms in order to verify if they are scalable and efficient.
This can be done indirectly by the study of their complexity and their stability.
In this study, we do not want to compare different algorithms with specific
criteria such as packet delay or blocking ratio. To obtain the routing that gives
an average QoS for different type of applications, we think that the real criterion
consists in minimizing the maximum utilization ratio of each network link. After
that, diffserv model is suitable to prioritize the different traffics according to
specific criteria such as packet delay, jitter and so on.

This paper is organized as it follows. Section 2 states the study problem.
Thus in section 3, we propose a functional generic model that enables to explain
the role of the different algorithms in the literature and to compare them. In
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section 4, we compare different recent algorithms with regard to their complexity
and their stability. We also propose a new modified LDM algorithm. In section
5, the paper ends with our conclusions and some perspectives.

2 The Study Context

Actual IP routing in Internet does not use efficiently the network resources
within backbone. This poor utilization is primarily caused by two properties.
The one is that IP routing is destination based and the other is that decision-
making in current routing is based on local optimization. In order to engineer
the traffic effectively in IP networks, network administrators must be able to
control the complete paths of packets instead of hop-by-hop. This requires some
kinds of connections in the connectionless IP networks. MPLS (Multi-Protocol
Label Switching) can make it more efficient. So network traffic is distributed
more evenly than best effort and the probability of network congestion can be
reduced [2]. An MPLS system for traffic engineering in a large ISP (Internet
Service Provider) network can be deployed now.

This paper focuses on multipath routing that routes demands on multiple
paths simultaneously for balancing the load in the network instead of routing
all the traffic on the only one shortest path. Multipath routing algorithm selects
candidate paths using one or more criteria defining a metric and then distributes
the traffic demand among selected paths.

In literature, there are a lot of proposed algorithms for multipath routing.
Each algorithm is declared very efficient by its authors but generally with respect
to restricted conditions. This study is a preliminary work to propose a general
framework that will allow developing a multi-model approach for a multipath
routing depending on the network status. Since all actual propositions depend
on specific conditions, the real problem is not to define a unique routing model.
Our approach consists in adapting the routing model according to the traffic
features. More specifically this study compares some recent algorithms such as
MATE [9] or LDM [11] both with regard to their respective model and with
regard to the scalability and the stability of each solution.

3 Functional Model Used by Multipath Algorithms

There are basically two main stages in a multipath routing algorithm (Fig. 1):
computation of multiple paths and traffic splitting among these multiple paths.

The first stage computes the set of candidate paths which is a subset of all
the paths between a pair of considered routers. According to the nature of a
cost function, different algorithms can be applied to determine these candidate
paths. The authors consider various static criteria such as bandwidth, hop count,
delay, error ratio, and so on for a cost function. This problem of a cost function
definition is typically a multicriteria problem [3].

Coststatic = f(bandwidth, hopcount, delay, error ratio) (1)
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Fig. 1. Functional decomposition of multipath algorithm

The second stage consists in splitting traffic among multiple candidate paths.
These paths are qualified of candidate paths because all of them are not necessary
to be used at a given time. The utilization ratio of selected paths depends on
the evaluation of dynamic criteria such as blockages, the packet loss ratio, the
measured delay, the jitter, and so on. This also requires the definition of a cost
function based on dynamic criteria what is still a multicriteria problem.

Costdynamic = f ′(blockage, packet lost ratio, measured delay, jitter) (2)

If multiple criteria must be optimized simultaneously, the complexity of the
algorithms usually becomes very high [4]. A lot of heuristic algorithms are pro-
posed to solve this problem. A common method is called sequential filtering,
under which a combination of metrics is ordered in some fashion, reflecting the
importance of different metrics. First, paths based on the primary metric are
computed and then a subset of them is eliminated based on the secondary met-
ric until a subset of good paths [5]. This is a trade-off between performance
optimization and computation simplicity. As examples of sequential filtering,
there are SWP (Shortest Widest Path) [6] and WSP (Widest Shortest Path)
[7] that can give an opposite path selection when they are applied to the same
network.

Last example shows that heuristic approaches such as filtering approach can-
not guarantee that all QoS requirements can be guarantee to all types of traffic.
To improve IP routing, our opinion is to mix both load balancing and diffserv
prioritizing approach. Therefore, a good load balancing approach must minimize
the maximum utilization ratio of each link in the network. This study focuses
on four load balancing models that respect this requirement. Consequently, our
problem is to determine if the corresponding routing algorithms are scalable and
efficient to be deployed in a large network.
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4 Comparison of Algorithm’s Complexity and Stability

Among the propositions for multipath routing algorithms that we found, we
have selected four algorithms which fit our expectations in terms of architecture:
WDP [8], MATE [9], multipath-AIMD [10] and LDM [11]. Behind the respective
objective function expressed by the authors of each algorithm, we find a com-
mon objective that is to minimize the maximum utilization ratio of each link of
the network. All these propositions are recent and they seem scalable. Indeed,
they are all based on local or infrequent updates of the network state, contrary
to approach such as SWP [6] or WSP [7]. They are all exclusively based on
technologies designed for MPLS Networks. Each of these algorithms is studied
according to the multipath model introduced in section 3.

4.1 WDP [8]

WDP (Widest Disjoint Paths) is not a full multipath-routing algorithm, but
focuses on the selection of good paths. This approach is mainly based on two
concepts: path width and path distance. Path width concept is a way to detect
bottlenecks in the network and to avoid them if possible. Path distance is orig-
inal because contrary to most approaches, it is not a hop-count measure but it
is indirectly dependent on the utilization ratio of each link defining the path.
In this way, WDP is an improvement of SWP. This approach is very promis-
ing when considering a practical implementation with numerous ingress-egress
router pairs.

WDP algorithm performs candidate paths selection based on the computa-
tion of the width of the good disjoint paths with regard to bottleneck links. The
width of a path is defined as the residual bandwidth of its bottleneck link. The
principle of WDP is to select a restricted number of paths. A path is added to
the subset of good paths if its inclusion increases the width of this subset. At
the opposite, a path is deleted if this does not reduce the width of the subset
of good paths. This is a heavy computation to perform on every path, and the
algorithm is very time-consuming: computing a set of n paths will take O(n3)
cycles because the selection procedure proposed in [8] is clearly in O(n2) and al-
lows selecting one path at each iteration considering all potential paths between
the pair of ingress-egress routers.

For the traffic splitting stage, the authors propose EBP (Equalizing Blocking
Probability) that is a localized approach. The complexity of this algorithm is
O(n) since it consists in updating the blocking probability bri of each path
ri depending on the relative distance of bri from the current average blocking
probability b.

4.2 MATE [9]

The MATE paper presents a traffic engineering scheme called ”MPLS Adaptive
Traffic Engineering”. This approach uses a constant monitoring of the links using
probe packets to evaluate link properties such as packet delay and packet loss.
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Using these statistics the MATE algorithm is able to optimize packets repartition
among paths to avoid link congestion.

Contrary to other algorithms compared here, there is no selection of candi-
date paths in MATE: all available paths are considered. Anyway, another step
is required before proceeding to the load distribution: the incoming packets are
regrouped into a fixed number of bins. The number of bins determines the min-
imum amount of data that can be shifted. The repartition of the packets among
the bins can be done by different approaches, as shown in [9]. These approaches
differ in their complexity and the way they handle packet sequencing. The better
repartition method is Using flow hash because its complexity is O(n) (with n
the number of bins) and this method preserves packet sequencing.

The load balancing stage splits the content of the bins among LSPs, by
using a technique such as the gradient projection algorithm. The complexity
of this algorithm is O(n2) where n is the number of LSPs between an ingress-
egress pair of nodes. Finally, since the two stages are in sequence and if we
assume that the numbers of bins and the number of LSPs are comparable, MATE
complexity is in O(n2). The designers of MATE have proved in [9] that MATE’s
algorithm converges to an optimal routing when specific conditions are verified
(see Theorem 2 page 4 in [9]).

4.3 Multipath-AIMD [10]

In the multipath-AIMD (Additive Increase Multiplicative Decrease) paper, the
authors present an algorithm based on the notion of primary path. A primary
path is a preferred path associated to each source. The data will then be sent
mainly on the primary path, but can also use other LSPs when the bandwidth
of the primary path is not sufficient.

The selection of paths in multipath-AIMD consists in selecting n LSPs equal
to the number of current sources. This can be done by sorting the LSPs using
their metric and then extracting the better paths. For a set of n sources, the
complexity of the treatment is in O(n ln(n)). There is no stability issue in this
step of the routing procedure.

The traffic splitting uses an Additive Increase/Multiplicative Decrease: start-
ing on an average repartition, the iterative process increases the data to be sent
to a path with a constant value if the link is not saturated (additive increase) and
divides the amount of data to be sent to a path by a certain value if the path is
saturated (multiplicative decrease). This approach is done in a O(n) complexity
for n chosen paths. The paper [10] also presents a modified AIMD algorithm that
is closer to PPF-optimality. This solution, called multipath-AIMD with PPF cor-
rection, is better in the way it comes closer to the expectations of the authors
in terms of behavior, but it is also more expensive in resources. Its complexity
is in O(n2) for n chosen paths.

4.4 Original Proposition of LDM [11]

The LDM algorithm, which stands for ”Load Distribution over Multipath”, has
the particularity to use a flow based approach of multipath routing. This partic-
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ularity is interesting to avoid some problems encountered with lower-level load
distribution by preserving packet sequencing.

The algorithm tries to find a minimal set of good paths. The set is built on two
criteria: the metric hop-count associated to each path must be as low as possible
while maintaining links utilization inferior to a certain parameter ρ. This is done
in a O(n2) time in the worst case, the number of iterations growing with the
utilization of the network. Here n refers to the number of paths available for the
considered ingress-egress pair of nodes. In terms of convergence, the number of
iterations has an upper limit defined by a given parameter δ, so the number of
iterations is bounded and stability issues avoided.

The traffic splitting is then done using a heuristic to determine a repartition
policy for incoming flows. Each path is adjoined a probability of selection using
the formula (3). Once probabilities are defined, each incoming flow is directed
to its route with the highest probability. The h(l) and d(l) functions refer to
the length and the remaining capacity of link l, while C0 and C1 are constants
computed to make P (l) a probability. The a0 and a1 factors are to be defined
by the administrator to fit its needs.

P (l) = a0
C0

h(l)
+ a1

d(l)
C1

with a0 + a1 = 1 (3)

The complexity of the whole procedure is clearly O(n). Here n refers to the
number of paths selected at the end of the previous step.

4.5 Our Proposition of a Modified LDM with Two Thresholds

LDM suffers potential stability issues. LDM algorithm for selecting candidate
paths converges necessarily to a solution in a finite delay because of the limitation
of the number of extra-hops that is admissible to augment the number of selected
paths. In the path selection algorithm given in [13], this is expressed by the
condition m > δ that allows stopping the first loop. However the real problem
of stability that can have LDM can be caused by oscillations due to candidate
path selection. Each time there are changes in path utilization values, the whole
algorithm is applied without taking account of previous selections. Let us assume
first that η(t) < ρ and that the load of the network becomes too important and
U(Aij) becomes superior to ρ . The computation at t + ΔT will give more
candidate paths than at time t. Consequently the load will be distributed on
new paths (with length superior to shortest paths) implying the decrease of the
utilization of each path. If the load of shortest paths decreases under η(t), the
set of computed candidate paths will come back to the situation of the time t
and so on.

Our idea is that the path selection algorithm can be improved by using two
thresholds. The first threshold ρ1 allows adding new paths in candidate path
set. The second threshold ρ2 must be lower than the first one. If the minimum
of candidate path utilization goes under this threshold, this enables to reset the
candidate paths selection by restarting the whole algorithm (Fig. 2).
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Fig. 2. Modified LDM candidate path selection algorithm

4.6 Comparison Results

The results mentioned above can be summarized in Fig. 3. This work opens
new perspectives: by combining different approaches it may be possible to use
an hybrid approach, for example by using a WDP selection of paths and a
multipath-AIMD optimized PPF approach on a very powerful system, or the
simple path selection of multipath-AIMD with the traffic splitting of LDM on
old systems.
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Fig. 3. Comparison of the 4 algorithms with regard to the two stages
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5 Conclusions and Perspectives

In this study we have first proposed a functional framework that allows compar-
ing different contributions for load balancing in ISP network based on MPLS.
This study tries to show that the link utilization ratio is the best criterion to
guarantee an average QoS since this allows reducing the network congestions
(and then packet loss), packet delay and so on. Following this assessment, we
have studied four recent multipath algorithms based on MPLS. Our study shows
that the stability of original LDM path selection is not guarantee. We propose a
modified algorithm to correct this aspect of LDM. This result needs to be verified
by simulations. The goal of this study is to identify formally, actual routing algo-
rithms that are scalable and stable. Using the results given here two approaches
can be envisaged. The first one consist in building an hybrid approach that com-
bine the candidate path selection of WDP and a multipath-AIMD optimized
PPF approach, and the second is the multipath-AIMD with LDM.

Generally the authors justify a new routing algorithm by the necessity to
adapt the routing to the traffic features. In this context, instead of developing
a new routing algorithm we propose a multimodel approach. In this study we
have shown that all the four propositions can be used in a multimodel approach.
The interest of such type of approach is to obtain a real adaptative model. This
perspective must be verified by simulation, and notably the capacity to adapt
dynamically the multipath algorithm depends on the network functioning point.
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Abstract. The current Internet does not offer any quality of service
guarantees or support to Internet multimedia applications. There are two
requirements of multicast sending rate for Internet DTV: (1) it can adapt
well to the change of network congestion; (2) it can meet the requirements
of decoding rate. The difficulties of Internet DTV stream multicast are
analyzed, then a multicast rate control approach for network DTV stream
based on buffer management is given, which can suit for the change of
network traffic and satisfy the requirement of DTV decoder by controlling
sending rate logically. The test results show the good practical value.1

1 Introduction

With the rapid development of Internet, Network DTV is more and more becom-
ing a research hotspot. High quality of Internet DTV program, such as video’s
continuity and audio’s synchronization, needs enough bandwidth guarantees.
Currently Internet only offers ”best effort” service, which is hardly any quality
of service guarantee. As we know, TCP is not well-suited for streaming applica-
tions and real-time audio and video because the reliability and ordering seman-
tics it ensures increases end to-end delays and delay variations [1]. For effectively
using network bandwidth, multicast technology is adopted increasingly to trans-
mit Internet DTV data. IP Multicast delivers source traffic to multiple receivers
without adding any additional burden on the source or the receivers while using
the least network bandwidth of any competing technology, so it can reduce the
possibility of network congestion and increase data transmission efficiency. But
the difficulties of IP multicast, such as expansibility, reliability, validity, feedback
implosion and complexity of group managing, can not be neglected. So Internet
DTV multicast is facing many technology problems.

In this paper we analyze the difficulties of Internet DTV server multicast rate
control and propose an improved TCP-friendly multicast sending rate control
approach which is based Network condition and sender buffer occupancy. We call
it Buffer-driven Network-adaptive Multicast Rate Control approach (BNMRC).
It is adaptive to network TCP friendly available bandwidth according to feedback
1 This work was supported in part by NSFC-60402007, NSFC-60373020, 863-

2002AA103065, 863-2002AA103011-5, Shanghai Municipal R&D Foundation under
contracts 035107008, 03DZ15019 and 03DZ14015, MoE R&D Foundation.
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information by using dynamic single rate to control multicast sending, and give
users better video quality by guaranteeing sending buffer not to be overflow.

This paper is organized as follows: section 2 discussed the related works of
TCP friendly multicast congestion control theory briefly. Section 3 describes
our Internet DTV multicast sending rate control system. The simulation studies
including the results are discussed in section 4. Section 5 concludes the paper.

2 TCP-friendly Multicast Congestion Control

In the multimedia applications, burst loss and overtime delay will lead to bad
video quality, especially for compressed video files. And these are because of
network congestion. So multimedia multicast streams need suitable congestion
control strategy. The stability of the Internet to date has in large part been due to
the congestion control and avoidance algorithms [2]implemented in its dominant
transport protocol, TCP [3][4]. For multicast to be successful, it is crucial that
multicast congestion control mechanisms be deployed that can co-exist with TCP
in the FIFO queues of the current Internet[5]. For real time application, such as
video or audio, sending rate must not change abruptly as it can noticeably re-
duce the user-perceived quality. In our judgement, equation-based TCP friendly
multicast congestion control, which uses a control equation that explicitly gives
the maximum acceptable sending rate as a function of the recent loss event rate,
is a viable mechanism to provide relatively smooth congestion control for In-
ternet DTV traffic. There has been significant previous researches on equation
based congestion control mechanisms[6][7][8], TFMCC (TCP Friendly Multicast
Congestion Control) proposal is one of them. In TFMCC protocol [9],which is
based on TFRC (TCP-friendly Rate Control protocol) for multicast scheme, a
control equation derived from a model of TCP’s long-term throughput is used
to control the sender’s transmission rate according to feedback information from
the receiver called CLR (Current Limiting Receiver) who is experiencing the
worst network conditions. At the same time, each receiver continuously deter-
mines a desired receive rate that is TCP-friendly for the path from the sender to
this receiver. If it was selected as CLR, then it reported the rate to the sender in
feedback packets. TFMCC is designed to be reasonably fair when competing for
bandwidth with TCP flows. A multicast flow is “reasonably fair” if its sending
rate is generally within a factor of two of the sending rate of a TCP flow from
the sender to the slowest receiver of the multicast group under the same net-
work conditions. In general, TFMCC has a low variation of throughput, which
makes it suitable for streaming media where a relatively smooth sending rate
is of importance. Since help to decrease network loss, end to end TCP friendly
multicast congestion control mechanism is important for Internet real time appli-
cations. But in the implementation of TFMCC, the key challenges lie in scalable
RTT (round − trip time) measurements, appropriate feedback suppression, and
in ensuring that feedback delays in the control loop do not adversely affect fair-
ness towards competing flows. Since loss event rate and RTT are important
parameters in the traffic calculation formula, if they are not accurate the rate
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control will be too bad. According to the characteristic of Internet DTV trans-
mission system, we didn’t directly use TFMCC as rate control mechanism. We
use BNMRC to control sending rate, which is based network condition and server
sending buffer occupancy. And under this mechanism, the server sending rate
change is smoother than TFMCC.

3 Buffer-Driven Network-Adaptive Multicast Rate
Control

3.1 System Model

Currently Internet DTV data is transported by MPEG-2 Transport Stream,
which is tailored for communicating or storing one or more programs of coded
data and other data in environments in which significant errors may occur. DTV
TS rate is about 4 ∼ 8 Mbps .Since TS is variable bit rate, directly sending
data to network instead of using suitable rate control may result in network
traffic fluctuating and worsen network condition. This will increase data loss
possibility. According to video coding’s basic compressing technology, even if
one bit loss will influence the quality of correlative frame. This will result in
errors of video images and debase severely visual quality. So it is key issue in
streaming multimedia applications that adopting suitable sending rate control
approach to utilize adequately network bandwidth and sending data to network
smoothly to reduce data loss. Further more, the data transmitting of Internet
DTV is different from generic VOD as its source can be from real time streaming
of secondary planet or disk database of server. Since the DTV server’s storage
and transmitting buffer is limited, the data stream must transmit to network in
time, otherwise it may be lost in the server and this will worsen video quality of
user. Therefore two key issues must be taken into account: one is that sending
buffer must not be overflow, the other is sending rate must be adaptive to network
situation.

Our proposal details are: firstly, a basic sending rate from the timestamps
of video data was calculated , then a TCP friendly network bandwidth was
detected by using TFMCC, at last the basic sending rate, the practicable network
bandwidth and the data occupancy of sending buffer were assembled to realize
sending rate control. The system model is illustrated in figure 1. The DTV server
sending rate control model is made up of congestion watch module, rate feedback
module and multicast sending control module.

3.2 Congestion Watch

Congestion watch is important for getting network bandwidth information. The
congestion watch module at server is responsible for receiving feedbacks from
clients and assisting receiver-side RTT measurements. At the same time, it also
control receiver’s feedbacks and get expecting rate from feedback and remit to
rate control module. The functions of congestion watch module at client are



474 Fei Li, Xin Wang, and Xiangyang Xue

Fig. 1. Buffer-driven Network-adaptive Multicast Rate Control System

measure of RTT , calculate the loss event rate P and expecting rate TTCP . At
the same time it also judges whether it has qualification to send feedback. If
has, it will send feedback. Otherwise, it will cancel feedback. The adopted rate
calculation formula is:

TTCP =
s

RTT · Itotal
. (1)

Where, TTCP is the transmit rate in bits/second, s is the packet size in
bytes. RTT is the round-trip time in seconds. P is the loss event rate, between
0.0 and 1.0, of the number of loss events as a fraction of the number of packets
transmitted. The parameters P and RTT reflect the network’s conditions.

RTT was measured at receiver by a timestamp in a receiver report which
is echoed by the sender. When a receiver gets a data packet that carries the
receiver’s own ID, the receiver updates its RTT estimate, that is: RTT = tnow−
tsr.where tnow is the time the data packet arrives at the receiver and tsr is the
receiver report timestamp echoed in the data packet. If the data packet has not
carried the receiver’s ID, then it must do two-way measurement and determine
its RTT by history measurement information. So RTT measurement is not only
important but also complicated.

Obtaining an accurate and stable measurement of the loss event rate is of
primary importance for congestion watch. Loss event rate P is performed at
receivers based on the detection of lost from the sequence numbers of arriving
packets. A loss event was defined as one or more lost packets from the packets
received during one RTT. The number of packets between consecutive loss events
is called a loss interval. The average loss interval size can be computed as the
weighted average of the m most recent loss intervals lk . . . . . . lk−m+1: lavg (k) =∑m−1

i=1
·wi·lk−i∑

m−1

i=1
·wi

, w = {5, 5, 5, 5, 4, 3, 2, 1}. The weights w are chosen so that very

recent loss intervals receive the same high weights. The loss event rate P is
defined as the inverse of lavg (k) .

Since multicast group have so many members, feedback Suppression is very
important for multicast congestion control. For avoidance of feedback implosion
and ensure the receiver’s report with lowest bandwidth, it is not that every
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receiver can send feedback packets in every feedback round. Only CLR and
the receiver whose calculated rate is lower than the currently sending rate can
send feedback in a feedback round. And when a new feedback round begins,
outstanding feedbacks for the old round are cancelled.

3.3 Sending Rate Control

In the packet elementary stream of TS, both of the decoding timestamp and
presentation timestamp include time information, which can be used to calculate
sending rate theoretically. But because frame resetting exist in the during of
MPEG-2 decoding, PTS is not ordered in the time. So PTS is not fit for calculate
sending rate. Since DTS is ordered, it can be used to calculate sending rate.
When TS are received from DVB-S card, or when multimedia data are read
from files, the video data can be copied to another buffer. TS packets can be
parsed for getting DTS information. Then, on the assumption that the last bit
of DTSi is ended on the Pi position, and the last bit of DTSi+1 is ended on the
Pi+1 position, then Ri = Pi+1−Pi

DTSi+1−DTSi , Ri is the mean sending rate of the TS
between Pi and Pi+1. It can be used to write received data to sending buffer. To
the decoder, receiving data at the rate Ri can assure that the receiving buffer
is neither overflow nor underflow. Therefore if only on the demand of video’s
factor, Riis the best sending rate theoretically to the decoder. But on the factor
of network transmission, according to TFMCC , TTCP is the best sending rate
. Now the two factors are integrated. We define:

ti = DTSi+1 −DTSi. (2)

Si = Pi+1 − Pi. (3)

Suppose during ti the data has entered into the sending buffer for Si bytes, the
available bandwidth got from feedback is TTCP , and the sending timer’s interval
is Δt (ti > Δt),then during tithe server’s mean sending data R is:

R = Ri ×Δt+ (TTCP −Ri)×Δt×O (b) , (0 < b < 1) (4)

where

O (b) =
{
b if TTCP >= Ri

1− 1.2× b if TTCP < Ri
(5)

Here b represents the present data occupancy of the buffer, which is the quotient
of the amount of existing data and the capability of sending buffer.(TTCP −Ri)×
Δt shows the largest range of adjustable flux, which may be positive number or
negative. O (b) shows the rate feeble adjusting function, which can make send-
ing buffer not to be overflow or underflow. Here it uses linearity function to
be adjusting parameters, which can guarantee sending rate increase when net-
work bandwidth is enough and data is buffer is close to full. And when network
congestion is occurred and available bandwidth is smaller than the bandwidth
needed by TS, the actual traffic rate will be decreased with the buffer occupancy
variety . If the buffer occupancy is big, the sending rate decreased range is less.
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And it the buffer occupancy is small, the sending rate decreased range is bigger
more.

Implementation steps as below: In every ti period
Step1 Calculate the sending rate Ri;
Step2 When server has not received feedbacks, it sends data as the rate of

Ri in the ti period ;
Step3 When server has received feedbacks, it sends data as the rate of R ;
Step4 Repeat 3 until the end.

4 Experiment

We have tested BNMRC across the public Internet and in the ns network simula-
tor. These results give us confidence that BNMRC is effective for Internet DTV
server data transmitting. At the same time, we have tested TFMCC’s effect in
Internet DTV server data transmitting. The experiment’s results is below.

Fig. 2. Network Simulation Topology

Figure 2 shows the network simulation topology. It includes 2 level multicast
trees and 3 subnets. Besides a server, all the others are DTV clients and multicast
receivers. Three TCP links exist among the different subnets. The link bandwidth
between router 1 and router 2 is 10Mbps. The link bandwidth between router2
and router3 is 5Mbps which is the bottleneck. The data source is a segment of
DTV program which we record its coding stream’s character parameters based
DTS information. The other parameters are:Δt = 5ms,B = 2Mbytes.

Figure 3,4,5 tell us the simulation results. The sending rate curve got from
BNMRC and the rate curve from TFMCC were contrasted in figure 3. We can
see that the BNMRC’s rate was limited in the available bandwidth range which
is calculated according to TCP traffic formula. This shows that the rate is TCP
friendly. At the same time, its rate changing range is much smaller than the
TFMCC’s and it shows that the impact of BNMRC to the network is smaller
than TFMCC’s. Figure 4 contrasts the BNMRC rate and TS rate. We can see
that BNMRC rate is changed with the change of network condition. Figure 5
shows the buffer’s data occupancy of BNMRC and the buffer’s data occupancy
of TFMCC respectively. We can see that BNMRC’s sending buffer has not been
overflow, which kept a good wave range. But TFMCC’s buffer occupancy has
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fluctuated in a bigger range and sometimes it was overflow which maybe results
in data loss in the sending buffer.

Table 1. Loss rate of BNMRC and TFMCC

Loss rate of buffer Mean loss rate of network

BNMRC 0% 0.025%

TFMCC 0.25% 0.02%

We have also counted the loss rates from BNMRC and TFMCC respectively.
The results tell us BNMRC is more suitable for data transmitting than TFMCC.
See table 1. In generally, the data loss of data transmitting of Internet DTV
server may be occurred in two sections of transmission way. One is because of
sending buffer’s overflow which can make data loss when data have not entered
into network. The other is the data loss in the network. From table 1, we can
find that the mean network loss rate from BNMRC is bigger than TFMCC
appreciably, but BNMRC can guarantee no loss in the server’s sending buffer.
TFMCC can not guarantee no data loss in sending buffer since its rate change is
so waved. When the network is congested, the sending rate decreased very low
and sending buffer may be overflow when new data was coming constantly. Some
data was lost in the sending buffer. Integrate the two loss factors, we consider
BNMRC is more suitable for Internet DTV server, which can adaptively send
packets with the network condition and advance the video quality by decreasing
the total loss rate for receivers.

5 Conclusion

Instead of using TFMCC absolutely for congestion control, we use BNMRC to
control multicast sending rate in the Internet DTV system. This approach uses
the timestamp on TS data to calculate a basic sending rate, then uses TFMCC
to detect TCP friendly available network bandwidth, at last it integrates the
basic sending rate, the available network bandwidth and sending buffer’s data
occupancy to choose a network adaptive sending rate. The experiments show
that BNMRC has good useful value. Since this approach use CLR’s feedback to
determine network condition, CLR’s choosing strategy is very important. Further
work will continue to deeply research CLR’s perfect choosing strategy.
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Abstract. Multi-hop ad hoc wireless networks generally use the IEEE
802.11 Distributed Coordination Function (DCF) MAC protocol, which
utilizes the request-to-send/clear-to-send (RTS/CTS) mechanism to pre-
vent the hidden terminal problem. It has been pointed out that the
RTS/CTS mechanism cannot completely solve the hidden terminal prob-
lem in ad hoc networks because the interference range could exceed the
basic rate transmission range. In this paper we provide a worst-case anal-
ysis of collision probability induced by the hidden terminal problem in
ad hoc networks with multi-rate functionality. We show that the interfer-
ence caused by the nodes in the area that is not covered by the RTS/CTS
is bounded by C′R−4, where C′ is a constant and R is the distance be-
tween the two transmitting nodes. The analytic result showed that the
interference could shorten the data transmission range up to 30 percent.
We then propose a simple multi-rate MAC protocol that could prevent
the hidden terminal problem when transmit power control (TPC) is em-
ployed.

1 Introduction

Ad hoc wireless networks consist of wireless mobile hosts which form a multi-hop
wireless network without the support of established infrastructure or centralized
administration. Each mobile host in an ad hoc network functions as a router
to establish end-to-end multi-hop connection between any two nodes. Typical
application areas include battlefields, emergency search and rescue sites, and
data acquisition in remote access.

The hidden terminal problem is a common phenomenon due to the multi-hop
nature of ad hoc networks. For example, in Fig. 1, when node A is transmitting
data to node B, the hidden terminal problem occurs when node D, which is un-
aware of the ongoing transmission, attempts to transmit, thus causing collision at
node B. The IEEE 802.11 standard [1] distributed coordination function (DCF)
medium access control (MAC) protocol employs the request-to-send / clear-to-
send (RTS/CTS) option to prevent the hidden terminal problem. Nodes A and B
in Fig. 1, can exchange the RTS/CTS frames prior to the data/ack transmissions
so that their neighbor nodes defer for the duration of the data/ack transmissions.
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Fig. 1. Node A is transmitting a data frame to B. Node C is a hidden terminal
to node A and nodes D and X are hidden terminals to node B

Even when the RTS/CTS handshake completes its role and in turn, all the
neighboring nodes of A and B are deferring their transmissions, the hidden ter-
minal problem may not be completely solved. For example, node X in Fig. 1 is
beyond the basic rate transmission range of A’s RTS and B’s CTS, so it can
initiate transmission freely assuming it does not sense the carrier busy. K. Xu et
al [4] pointed out that node X can also be a hidden terminal; therefore interfere
with the ongoing transmission. The area where a node could cause interference
is called the interference range.

The emerging radio interfaces such as IEEE 802.11a/b/g [1] can provide a
multi-rate capability to the ad hoc networks. For instance the popular IEEE
802.11b can dynamically select between 1, 2, 5.5 and 11Mbps according to
the channel condition. Higher data rates can be utilized when the signal-to-
interference and noise ratio (SINR) value is sufficiently high enough to meet the
threshold of the specific modulation scheme. On the other hand, the interference
range can grow larger when using multi-rate, since the receiver requires a higher
SINR value when it intends to receive at higher data rates. As shown in Fig. 2,
the interference range is largest when data rate of 11Mbps in IEEE 802.11b is
used. As a result, the hidden terminal problem has become a much serious issue
in multi-rate environments.

To assure that a hidden node, for example node X in Fig. 1, does not interfere
with the on going transmission, we need to consider the SINR of the receiver
especially in multi-rate environments. The SINR value should exceed a certain
threshold value depending on the selected data rate for a node to receive a data
frame without error.

In this paper we analyze the effect of interference and collision probability
due to the hidden terminal problem in multi-rate ad hoc wireless networks. We
assume the worst-case where all the nodes in the network are active and the node
density is high so that the transmissions can cover the whole network space. We
show that the interference caused by the nodes in the area that is not covered
by the RTS/CTS is bounded by C′R−4, where C′ is a constant and R is the
distance between the two transmitting nodes. The analytic result showed that
the interference could shorten the data transmission range about 30 percent.
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Fig. 2. rt, and rr are the transmission range of the RTS and CTS respectively.
The interference range is denoted as ri 1, ri 2, ri 5.5 and ri 11, when 1, 2, 5.5 and
11Mbps data rate for IEEE 802.11b is used respectively

We then propose a simple way to prevent this kind of hidden terminal prob-
lem in multi-rate when transmit power control (TPC) is employed. To prevent
hidden terminal problems, we control the CTS transmit power to cover the in-
terference range depending on the selected data rate.

The rest of the paper is organized as follows. We briefly review the previous
work related to the multi-rate aware MAC in Sect. 2. In Sect. 3 we present the
analysis of the interference and collision probability due to the hidden terminals
and show a numerical example. After proposing a new method that prevents the
hidden terminal problem in Sect. 4, we conclude our paper in Sect. 5.

2 Related Work

Many MAC protocols/algorithms have been developed to utilize the multi-rate
functionality. The Auto Rate Fallback (ARF) [2] is typically implemented in
commercial 802.11 products. ARF chooses to raise or lower its transmission
rate according to consecutive transmission successes or failures, respectively. In
the Receiver Based Auto Rate (RBAR) [3], the receiver selects an adequate
transmission rate according to the channel quality measured from the received
request-to-send (RTS) frame.

K. Xu et al [4] pointed out that the RTS/CTS cannot effectively prevent the
hidden terminal problem in a single-rate environment. They propose to reduce
the data transmission range so that the RTS/CTS can be effective enough to
prevent a single hidden terminal from interfering. On the other hand, we present
results based on multiple hidden terminals that can interfere in multi-rate envi-
ronments.
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Fig. 3. The shaded area shows where a hidden terminal can be located in. node
X is a hidden terminal located x (m) away from receiver node B

3 Analysis of the Hidden Terminal Problem in Multi-rate
Ad Hoc

We consider two nodes A and B, and the distance between the two nodes is
D as shown in Fig. 3. The multi-rate physical and MAC protocol used here is
the IEEE 802.11b [1] and RBAR [3]. We assume that the transmit power is
fixed at the maximum level, and basic rate (1Mbps) is used for the RTS/CTS
transmission. The inner dashed line in Fig. 3 indicates the transmission range of
node A and B when sent at the basic rate. According to [5], the receive power
of a signal at the receiver can be modeled as:

Pr = PtGtGr
h2

th
2
r

D4
. (1)

where Pt is the transmit power, Gt, Gr , ht and hr are antenna gains and height
of antennas of transmitter and receiver respectively. D is the distance between
the transmitter and the receiver. To simplify our analysis, we assume that the ad
hoc network is homogeneous, and the physical conditions are all equal at each
node. Thus,

Pr =
C

D4
, where C = PtGtGrh

2
th

2
r. (2)

Note that C is a constant based on our assumptions. The receiver node B
determines the transmission rate according to the channel condition measured
by the RTS frame as in RBAR [3]. The channel condition can be estimated
by the measured SNR. Let’s assume that node B decided to use n Mbps data
transmission rate since it estimated that the current SNR is above SNRn, which
is the SNR threshold of data rate n Mbps.

C/D4

η
≥ SINRn. (3)

C is the constant shown in equation (2), and η is the theremal noise. The ran-
domly generated network topology is modeled, where the nodes are uniformly
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Fig. 4. The shaded area shows the area covered by the RTS but not covered by
the CTS

placed on an infinitely large two dimensional area. As shown in Fig. 3, node X
is a hidden terminal located in the shaded area. The shaded area is the area not
covered by the RTS/CTS. The distance from the receiving node B and the hid-
den terminal X is x, where x is ranged form R to d. d is the maximum distance
that can cause interference, which will be extended to infinity later on. Using
equation (2) for receive power, the average interference caused by node X is

INTx =
∫ d

R

Pr{L = x} · INT (L = x)dx − INTRTS

=
∫ d

R

2x
d2 −R2

· C
x4
dx− INTRTS =

C

(dR)2
− INTRTS . (4)

where INTx denotes the average interference that receiver node B can suffer
from a hidden terminal X, Pr{L = x} is the probability of node X being located
at distance x and INT (L = x) is the interference caused by node X. INTRTS is
the average interference caused by the area covered by the RTS but not covered
by the CTS, which is the shaded area shown in Fig. 4. The calculation of INTRTS

is as follows. The area we are interested in is

x2 + y2 ≤ R2 and (x −D)2 + y2 ≥ R2.

If we order the above equation in terms of x,

−
√
R2 − y2 ≤ x ≤ min(

√
R2 − y2,−

√
R2 − y2 +D). (5)

Using equations (2) and (5), we obtain the average interference caused by the
shaded area shown in Fig. 4.

INTRTS =

∫ R

−R

∫min(
√

R2−y2,−
√

R2−y2+D)

−
√

r2−y2

C
(D+x)2+y2)2 dxdy∫ R

−R

∫min(
√

R2−y2,−
√

R2−y2+D)

−
√

r2−y2
1 · dxdy

. (6)
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Although this equation is not solvable, we can see that INTRTS is a positive
value that can be represented in terms of C, D and R. We omit the effect of
INTRTS to simplify our analysis, thus equation (4) is now represented as follows,

INTx ≈ C

(dR)2
. (7)

Note that the average interference is actually smaller since we omitted INTRTS

in equation (4). To look into the worst-case scenario, we assume that one node
attempts to transmit per one transmission area απR2(α ≈ 1.609). The constant
is obtained by averaging the area covered by the two communicating nodes. The
calculations of α and A1 are presented in the Appendix. Using equation (20) in
the Appendix, the maximum number of nodes attempting to transmit is,

N =
πd2 − πR2 − (πR2 − 2A1)

απR2
=

(πd2 − 2πR2 + 2A1)
απR2

, where α ≈ 1.609.

(8)
So, the worst-case average total interference that the transmitting nodes in the
shaded area in Fig. 3 can affect receiver B is

INTTot = INTx ·N ≈ (
C

(dR)2
)(
πd2 − 2πR2 + 2A1

απR2
). (9)

where INTx and N are obtained from equations (7) and (8) respectively. Since
we should consider the worst-case interference effect of the hidden nodes in the
entire network, d should diverge to infinity. Thus,

INTHT ≤ C′

R4
, where d→∞ and C′ =

C

απ
. (10)

Equation (10) shows the worst-case total interference bound of the hidden nodes
in the entire network that are not covered by the RTS/CTS. This shows that the
worst-case interference can be bounded by C′R−4. Now by inserting equation
(10) into equation (2), we obtain

C/D4

INTHT + η
=

CD−4

C′R−4 + η
≥ SINRn. (11)

where C is defined in equation (2), D is the distance between the sender and
receiver, R is the basic transmission range and η is the noise. This result shows
when considering the worst-case, the effect of the hidden node could be much
worse than expected.

Next, we give numerical examples to show the effect of the worst-case interfer-
ence scenario. The physical parameters used in the example are shown in Table
1. We use SNR threshold values of Agere Systems Chipset, 802.11b W-LAN card
[6]. Inserting these values into equation (11) yields,

D ≤ [(1.25× 10−10)× SINRn]−
1
4 . (12)
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Table 1. Physical parameters used in the example

Transmit Power 15.0 dBm
Antenna height 1 m
Antenna gain 1
Constant background noise -91.0 dBm
11Mbps SNR threshold 15 dB
5.5Mbps SNR threshold 12 dB
2Mbps SNR threshold 9 dB
1Mbps SNR threshold 6 dB

Fig. 5. This figure shows the transmission range for each rate i.e. modulation
schemes in 802.11b. The dashed line represents when we assume that there is
no interference whereas the solid line shows when the worst-case interference is
considered

Fig. 5 shows how the transmission range should be reduced for each transmission
rate i.e. modulation schemes in 802.11b. The dashed line shows the transmis-
sion range acquired by equation (3) where we assume that the RTS/CTS com-
pletely prevents the hidden terminal problem, so that no interference is present.
The solid line shows the transmission range acquired by equation (12), where
the worst-case interference is considered. We can easily see that the transmis-
sion range will considerably decrease due to the interference of hidden terminals
not covered by RTS/CTS transmissions. In essence, the maximum transmission
range that will not be affected by the interference is in-between the best and
worst case.

4 Transmit Power Controlled Multi-rate MAC Protocol

In this section we propose a simple multi-rate MAC protocol that can be used
when transmit power control (TPC) is employed. We use the simple intuition
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that for a node to correctly receive a data frame, it must satisfy two conditions.
First, the receive power should exceed a certain receive power threshold (RPT).
Second, the SINR should also surpass a certain threshold. We will call the two
thresholds as, RPT and SINR threshold respectively. Similar to Sect. 3, the
RBAR [3] protocol and the IEEE 802.11b [1] is used for multi-rate physical and
MAC, so that the available data rates are 1, 2, 5.5 and 11Mbps.

4.1 Transmit Power Control (TPC)

For a node to correctly receive a data frame, the receive power should go beyond
the RPT. The RPT should vary along with the selected data rate. Assume that
the RPT value for each data rate is RPTR1, RPTR2, RPTR5.5 and RPTR11. As
the higher data rate should require a higher receive power, RPTR1 < RPTR2 <
RPTR5.5 < RPTR11. Say a node is using data rate i, using equation (2) in Sect.
3 the following condition must hold to correctly receive a data frame:

PR =
CPt

D4
≥ RPTRi . (13)

PR is the receive power of the RTS frame, Pt is the transmit power of the RTS
frame, C is a constant, D is the distance between the sender and receiver, and
RPTRi is the RPT when using data rate i. Although the receiver can correctly
receive the data frame when the sender transmits with power Pt, it can still prop-
erly receive it even when the sender transmits with a lower power P ′

t (P ′
t ≤ Pt),

as long as it satisfies the above equation. Using this idea, we perform transmit
power control (TPC) by adjusting the transmit power of the sender.

P ′
t = Pt · RPTRi

PR
. (14)

P ′
t indicates the transmit power of the sender when using rate i. The receiver

should send this information to the sender by adding it to the CTS frame along
with the selected data rate used in RBAR.

4.2 Preventing Hidden Terminal Interference

For a node to correctly receive a data frame, the SINR should surpass the SINR
threshold (SINRth). Similar to the RPT value discussed in Sect. 3.1, the SINR
threshold value should change with the selected data rate. For data rates 1,
2, 5.5 and 11Mbps, the SINRth values are SINRth 1, SINRth 2, SINRth 5.5

and SINRth 11, respectively. We assume that the current SINR value of the RTS
reception can be estimated as in [3]. We also assume that there is no interference
other than noise in the current RTS reception.

SINR =
PR

η
. (15)
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η is the value of thermal noise. Say a node uses data rate Ri selected by RBAR
The node should follow the next constraint to correctly recieve a data frame:

PRi

η + CPt

d4

≥ SINRth i. (16)

PRi is the receive power for each data rate i when TPC is employed as shown
in section 4.1. The right hand part of the denominator denotes the interference
that a node outside the CTS transmission range can cause (See Sect. 2). In other
words, equation (16) takes into account the effect of the hidden terminal that
is outside the CTS transmission range. Therefore, d is the interference range of
this transmission. We control the transmit power of the CTS frame to cover the
interference range. So the following should hold:

CPt CTS

d4
≥ RPTR1. (17)

Pt CTS is the controlled transmit power of the CTS frame, and RPTR1 is the
receive power threshold of the CTS frame. Therefore, combining equations (16)
and (17), the controlled CTS transmit power should be

Pt CTS ≥ d4

C
RPTR1 ≥ PtRT S · RPTR1

SNRth i · PRi − η
. (18)

We can avoid the hidden terminal’s interference by using the above equation.
Although this method assures the CTS frame to cover the interference range, one
argument that can come out is that the CTS frame transmitted with a higher
power level can also interfere some other data receptions. This argument was also
presented by D. Qiao [7]. We use the similar idea that CTS frames are normally
shorter than data frames, and it would not be severe as the interference caused
by the data frames. We leave the evaluation of this protocol as future work.

5 Conclusion

In this paper, we analyzed the worst-case scenario of collision probability in-
duced by the hidden terminal problem in multi-rate ad hoc networks. We show
that the interference caused by the nodes in the area that is not covered by the
RTS/CTS is bounded by C′R−4, where C′ is a constant and R is the distance
between the two transmitting nodes. Analytic results showed that the interfer-
ence could shorten the transmission range about 30 percent even when the basic
RTS/CTS handshake mechanism is used. We also propose a simple multi-rate
MAC protocol to prevent the hidden terminal problem when transmit power con-
trol (TPC) is employed. The proposed protocol should be very effective when
using multi-rate data transmission, since the CTS frames would effectively cover
the interference range of the receiver.
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Appendix: The Average Transmission Area

In this section we show how the average transmission area is obtained. As shown
in Fig. 6, D is the distance between the two communicating nodes and R is
the transmission range. The overlapping area over the two circles, A1, can be
obtained as follows.

A1 =
R2(2θ)

2
− R2 sin(2θ)

2
, where θ = cos−1 D

2R
. (19)

So, the average area can be obtained by averaging the distance between the
communicating nodes as follows.

A = 2(πR2)−A1.

A =
∫ R

0

Adx =
∫ R

0

{(πR2)−A1}dx = απR2, where α ≈ 1.609 (20)

Fig. 6. This figure shows how the average transmission area is obtained



IPv6 Addressing Scheme and Self-configuration

for Multi-hops Wireless Ad Hoc Network�

Guillaume Chelius1, Christophe Jelger2, Éric Fleury1, and Thomas Noël2
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Abstract. Next generation mobile communication systems will com-
prise both WLAN technologies and ad hoc networks. Ad hoc networks
are formed by the spontaneous collaboration of wireless nodes. When
communication to the Internet is desired, one or more nodes must act
as gateways for the ad hoc network. In this case, global addressing of
ad hoc nodes is required. In this paper, we present an IPv6 addressing
architecture in order to be able to support “pure” spontaneous IPv6
ad hoc networks but also to allow seamless integration between wireless
LANs and ad hoc networks. It implies the possibility to discover a gate-
way/prefix pair which is used in order to build an IPv6 global address
and, when necessary, to maintain a default route towards the Internet.

1 Introduction

Research efforts aiming at merging wireless LAN and ad hoc networking by con-
sidering advantages of both WLAN and ad hoc principles have been recently
increasing [1, 2, 10, 15]. Hybrid networks, the extension of WLAN/cellular net-
works using ad hoc connectivity, offer obvious benefits. On one hand, they allow
an extension of the WLAN coverage using ad hoc connectivity and on the other
hand they provide a global Internet connectivity to ad hoc nodes. The conver-
gence of both ad hoc networks and infrastructures will be possible if the ad hoc
architecture is flexible enough. By ad hoc architecture, we denote a set of rules
dealing with the addressing and routing schemes that must be set up for the ad
hoc network to offer basic services. In this paper we will try to give an appro-
priate answer to the two following basic questions: What is an ad hoc address
? What element is identified by an ad hoc address ? We also present a proto-
col which can be used by an ad hoc node to dynamically select a gateway and
� This work was supported by the French Ministry of the Telecommunications and
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create an associated IPv6 global address. The originality of our proposal is the
introduction of the concept of prefix continuity in an ad hoc network.

The article is organized as follows. In section 2 we describe the need for an
IPv6 ad hoc architecture in order to fulfill the ad hoc fundamentals. Section 3
describes a key issue when dealing with Internet connectivity and ad hoc net-
work. Section 4 presents our IPv6 architecture named ana6 [3]. We describe its
main concepts that were designed to offer IPv6 ad hoc networking following the
MANet philosophy and enabling global Internet connection. Section 5 presents
our prefix dissemination that guarantees a prefix continuity inside the ad hoc
network in order to ensure that there exists, between a node A and its gateway
G, a path of nodes such that each node on this path uses the same prefix P
than the node A and its gateway G. Sub-networks (with respect to prefixes) are
automatically created and dynamically maintained when multiple gateways are
available. Moreover, this concept ensures that each sub-network forms a con-
nected graph of nodes which all use an identical prefix. We conclude this article
with section 6.

2 Request for an IPv6 Ad Hoc Architecture

The fundamental service that must be offered by an ad hoc environment is to al-
low communication between all mobile nodes of the network. One node must be
able to reach any other node. Since some nodes may be out of range or since some
nodes may not share the same medium, it is necessary to define specific rout-
ing mechanisms that allow multi-hop routing. The MANet group of the IETF –
Internet Engineering Task Force – proposes an architecture in which the basic
element is the MANet node: “a MANet node principally consists of a router,
which may be physically attached to multiple IP hosts (or IP-addressable de-
vices), which has potentially *multiple* wireless interfaces–each interface using
a *different* wireless technology”. As stated in [5], a MANet node using wire-
less technologies A and B (e.g. frequency A and frequency B) can communicate
with any other node possessing an interface with technology A or B. This means
that the unicast routing algorithm must operate over a multi-graph composed
of several physical graphs and that an ad hoc node is the union of all its inter-
faces involved in the ad hoc network. The unicast routing must offer a global
connectivity over all the ad hoc interfaces

Given the previous remarks, we argue that it should be possible to address
an ad hoc node regardless of the interface it will receive the packet from. The
IP address(es) used to identify an ad hoc node should be associated to all its
interfaces involved in the ad hoc network. This differs from a classical use of IP
where an IP address usually identifies an interface and not a node (a set of inter-
faces). Gathering several interfaces under a common IP address not only enables
routing over a multi-graph or multi-interface topology but also provides inter-
face mobility. It seems important to provide interface mobility (a.k.a. vertical
hand off) inside an ad hoc node without requiring to set up a costly IP mobility
process. Basically, it reinforces the interactions between the layer 2 and the layer
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3 and between the end user and the technology. From the user/application point
of view, it provides the opportunity to set up and insure network connectivity
whatever the available interfaces and to switch smoothly from one interface to
another. It also introduces the possibility to optimize several user/host param-
eters such as the cost of the connection, the QoS and the energy.

3 Internet Connectivity and Related Work

3.1 Internet Connectivity

Another key issue with an ad hoc network is Internet connectivity. It is indeed
of the highest importance that such a network can be connected to the Inter-
net in order to offer Internet services (e.g. email and web access) to its users.
Furthermore and to be natively reachable from outside the ad hoc network (i.e.,
without any network address translation mechanism), each node in the ad hoc
network must have a global IPv6 address. The presence of a gateway to the
Internet therefore implies the diffusion, in the ad hoc network, of an IPv6 prefix
which can be used by each node to build its global IPv6 address. Within the
Internet, routing to the site owning this prefix is assumed to be in place. De-
pending on the routing protocol in use within the ad hoc network, ad hoc nodes
must also be configured to be able to communicate with nodes in the Internet.
Unfortunately, the particular nature of an ad hoc network makes it impossible to
use the classical IPv6 mechanisms used in wired networks in order to propagate
prefix information, mainly because they have been designed to work on a shared
broadcast link.

In this paper we therefore propose a protocol that can be used in a multi-
hop ad hoc network, with both proactive and reactive protocols, in order to
propagate gateway and prefix information. As in classical IPv6 wired networks,
gateways are responsible for prefix announcement. This information propagates
in a hop-by-hop manner with each intermediate node being in charge of updating
it. Actually, a node only forwards the information sent by a gateway if it de-
cides to use the announced prefix to build its IPv6 global address. This original
propagation method naturally leads to a concept that we call prefix continuity.
Moreover, the protocol allows a node to quickly react to topological changes. It
also supports multiple gateways and multiple prefixes, and an extended version
also permits to propagate Domain Name Server DNS information.

3.2 Related Work

Wakikawa et al. [12] have proposed a method that could also be used with any
kind of routing protocols. With their proposal, an ad hoc node broadcasts a
request to obtain a prefix with global scope. The gateway replies to the origi-
nator of the request with a message containing the prefix. The node receiving
this information creates a global address and adds a particular entry in its rout-
ing table. They also give technical details in the particular case of the AODV
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routing protocol. Xi et al. [16] also propose a similar mechanism based on a
broadcasted request followed by a reply. They also extend this model with pe-
riodical broadcasts (containing prefix information) sent by each gateway, and
with the possibility for an intermediate node to respond to request messages.
The two papers also consider the use of Mobile IPv6 within the ad hoc network.
They also shortly introduce the notion of gateway selection, but none of them
gives details about how this would be achieved.

While these two papers have proposed some promising ideas, they both have
few weaknesses. First and in the case of multiple prefixes, the problem of prefix
continuity is not considered. This constraint, detailed in Section 5.2, imposes that
nodes which share a common prefix must always for a continuous neighborhood.
Second, both proposals do not consider the unpredictable topological changes
that occur in an ad hoc network, in the sense that they do not specify how
the prefix information is updated (or changed) in time, a crucial consideration
with ad hoc networks. Third, when multiple gateways are present and periodical
broadcast is considered, each gateway floods the entire ad hoc network with
its prefix announcement, leading to unnecessary bandwidth consumption. Our
proposal introduces a number of mechanisms which aim to solve all of the above
mentioned problems. They are defined in Section 5.

4 Ana6 Architecture

In order to fulfill the requests described in section 2 we need to introduce new
notions and some features dedicated to ad hoc networks inside IPv6. The first
goal is to enable an IPv6 support for pure autonomous ad hoc networks (where
no IPv6 global prefix is available) and also for ad hoc networks connected to
the Internet. In consequence, we introduce ad hoc-local addresses whose validity
is limited to ad hoc networks and that can be auto-configured without any
infrastructure. The second goal is to easier support for multi-interface routing
or interface mobility.

4.1 Ad Hoc Local Address

The IPv6 addressing architecture proposes two local unicast addresses and their
equivalent multicast scope: link-local and site-local [7]. Unfortunately, the use
of IPv6 link-local unicast and multicast addresses is unsuitable to ad hoc net-
works. A link-Local unicast address refers to a single interface and its validity is
limited to the interface link. Thus link local addresses “should not” be routed,
preventing their use in a flat multi-hop ad hoc environment. One may imagine
to use site local addresses in order to solve the problem of addressing ad hoc
nodes. However, since an ad hoc network may be included in a larger site or
spread over several sites, a specific ad hoc use of site-local addresses appears to
be inappropriate. Moreover, site locals addresses may probably be deprecated
by the IETF [8].
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Fig. 1. An ad hoc connector gathers several interfaces. It is associated to pool
of addresses (1 ad hoc-local, k ≥ 0 global). Several connectors may be set up in
one ad hoc node. Each connector is defined by the channel number and its Id.

To locally address ad hoc nodes (more precisely ad hoc connectors as we will
see in the next section), we introduce a third IPv6 local-use unicast address:
“ad hoc-local addresses”. The validity of an ad hoc-local address is limited to
an ad hoc network. We define an ad hoc network as a maximal connected set of
ad hoc interfaces. Note that this definition allows no controversy about ad hoc
networks boundaries, as opposed to the tricky problem of defining a site frontier
which will probably be responsible for the deprecation of site-local addresses.
The introduction of ad hoc local addresses provides a basic identification sup-
port for ad hoc nodes that can be extended by other configuration mechanisms
such as stateless global addresses configuration. Ad hoc-Local addresses have the
following format: fe40::[connector id]/128 where the connector id is 64 bit
long and will be defined below. The ad hoc local scope is for use in a single ad
hoc network and is valid in all ad hoc sub-networks of an ad hoc network.

4.2 Ad Hoc Connector

Now, let us consider an ad hoc network as a multi-graph composed of several
physical graphs. As already said, this architecture is made possible by the at-
tribution of one/several common IP address(es) to all interfaces involved in the
ad hoc network. To gather several network interfaces in a single addressable en-
tity, we introduce the notion of ad hoc connectors. An ad hoc connector is the
basic element of ad hoc networks. It virtualizes several network interfaces into
a single addressable object. A host may have several ad hoc connectors and an
interface may be bound to several ad hoc connectors. The ad hoc connector is
associated to a set of addresses which identify indistinctly all bounded inter-
faces. This set is composed of an ad hoc-local address and eventually zero, one
or more global addresses. The ad hoc-local address ensures connectivity in the
ad hoc network and the global ones enable Internet connectivity. Note that each
ad hoc interface, i.e., a network interface bound to an ad hoc connector, use
and recognize all addresses associated to its connector. In the network, an ad
hoc connector is identified by a 64bits value, the ad hoc identifier, and a 16bits
channel value. For the ad hoc network to correctly behave, it is desired for ad
hoc IDs to be unique. It is the user responsibility to ensure uniqueness of its
IDs. One can setup pseudo-unique IDs based on host interface MAC addresses
or cryptographic mechanisms such as crypto-unique identifiers [11]. Note that
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specific protocols could also be deployed [9, 13, 14, 17] to detect duplicate ad
hoc addresses.

4.3 Ad Hoc Multicast Address

In order to address multiple ad hoc connectors and to limit the scope of a
multicast group within an ad hoc network, we use the subnet multicast scope
as defined in [6, 7] to define ad hoc-local multicast addresses. An ad hoc local
multicast address has the following format ff03:0:0:0:[group id]. Ad-hoc
local multicast information should not be forwarded through an interface that
is not involved in the ad hoc network, i.e., that is not connected to an ad hoc
connector.

As for classical IPv6 multicast scopes, e.g., link or site scope, we set up
predefined multicast addresses in addition to the ones given in [6, 7]. We first
predefine the “all ad hoc nodes” address ff03::1 that identifies the group of
all IPv6 ad hoc nodes within an ad hoc network. We predefine the ”All ad hoc
routers” address ff03::a that identifies the group of all IPv6 ad hoc routers
(i.e., an ad hoc node which may route packets between ad hoc network(s) and
non ad hoc network(s)) within an ad hoc network. Finally, we predefine the “all
ad hoc sub-routers” address ff03::b that will identify the group of all IPv6 ad
hoc sub-routers (i.e., an ad hoc node which may route packets between two or
more ad hoc sub-networks or channels) within the ad hoc network.

4.4 Channel Multicast Addresses

As said in the previous section, each connector is associated to a 16bits value
called the channel value. The channel value is used to support logical ad hoc
sub-networks inside an ad hoc network. This value indicates which ad hoc sub-
network (a.k.a. channel) the ad hoc connector is connected to. Once again, we
define a channel as a maximal connected set of ad hoc connectors sharing a
common channel value. This definition based on the maximal connectivity avoids
any ambiguity on sub-network boundaries. By default, a connector has a channel
value of 0. It means that the connector does not belong to any ad hoc sub-
network. The channel value may change during the ad hoc connector life but it
is important to notice that channel mobility does not lead to ad hoc local address
changes and thus a node does not need to perform any kind of IP mobility when
moving from one channel to another.

Channels are used to limit the diffusion of information and the scope of a mul-
ticast group to a subset of ad hoc connectors, i.e., the subset of connected ad hoc
connectors sharing the same channel value. We introduce the “channel-local mul-
ticast addresses” as a subset of the ad hoc-local multicast addresses. Format of
a channel-local multicast address is ff03:0:0:[channel value]:[group id].
Information broadcasted to a channel-local multicast address is limited to the
channel given by the channel value of the multicast address. More precisely, ad
hoc nodes must not forward any multicast packet limited to an ad hoc sub-
network with channel value X through an interface that is not connected to an
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ad hoc connector with channel value X. For more informations on how chan-
nels can be useful in hybrid architectures or Internet-ad hoc services continuum
please refer to [4].

5 Dissemination of Global Prefix Information

In addition to the ANA6 addressing architecture, we have also designed a simple
and efficient method in order to disseminate global prefix information in ad hoc
networks.

5.1 Forwarding/Propagation of Prefix Information

Our proposal relies on a periodical hop-by-hop exchange of information between
each node and its directly connected neighbors. Each gateway is responsible to
initiate the sending of gateway and prefix information, which then propagates
away from it in a hop-by-hop manner. Depending on the network topology and
on the number of gateways, each node may receive multiple gateways and prefixes
information. In short, each intermediate node selects the most appropriate infor-
mation from one of its neighbors (which becomes what we define as its upstream
neighbor). The node subsequently increases the distance field of the selected in-
formation and finally propagates the updated information to its neighbors. This
field is set to zero by a gateway, as it gives the distance (in hops) between the
sender of a GW INFO message and the gateway that originally sent the message.
Also note that a node only forwards the information (i.e., prefix) that it decided
to use to create its IPv6 global address. With proactive routing protocols, the
node also creates a default routing table entry with its upstream neighbor as
next hop. The messages which contain gateway and prefix information are noted
GW INFO messages. The propagation technique itself is illustrated by Fig. 2.
The format of such messages is shown in [9].

5.2 Prefix Continuity

An inherent consequence of the propagation technique used to disseminate the
GW INFO messages is what we call prefix continuity. Our proposal ensures that
any node A that selected a given prefix P has at least one neighbor with prefix
P on its path to the selected gateway G. The prefix continuity feature ensures
that there exists, between the node A and its gateway G, a path of nodes such
that each node on this path uses the same prefix P and gateway G than the node
A. While prefix continuity permits to avoid routing problems, it also establishes
a topological organization within an ad hoc network, i.e., the network becomes
divided in sub-networks, each being formed by a contiguous gathering of nodes
using the same prefix. It can be explained as follows. Say, if a node A uses the
prefix/gateway pair (P,G) advertised by its upstream neighbor B, B necessarily
uses the same pair as advertised by its own upstream neighbor C. Recursively,
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Fig. 2. Hop-by-Hop propagation of GW INFO messages

Fig. 3. Ad hoc network with (a) and without (b) prefix continuity

there must exist a path of nodes that use the pair (P,G) between A and G. An
example of ad hoc network with and without prefix continuity is shown on Fig. 3.

To maintain this continuity, each node must ensure that it does not become
isolated from other nodes which share the same prefix. In contrast to previous
proposed work ([12, 16]), our protocol ensures that the prefix continuity require-
ment is satisfied. Each node is responsible to permanently check its neighborhood
to detect the loss of neighbors which share the same prefix. The periodical send-
ing of GW INFO messages and a neighborhood list maintained by each node
easily allows to detect such an event.

A first advantage of prefix continuity is that it permits to avoid some routing
problems and overhead. For example and in contrast to other proposals, a node
does not need to use an IPv6 routing header in order to specify via which gateway
its packets must go through when the destination is outside the ad hoc network.
This is because the default route of a node points to its upstream neighbor which
necessarily uses the same gateway (recursively the packet will eventually reach
the gateway). Without prefix continuity, a node must indeed specify via which
gateway its packets must go through in order to avoid ingress filtering. Our
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proposal is also very robust to network partitioning and it moreover does not
require any special mechanism in order to handle such situations. If a network
partition occurs and if a node becomes isolated from its current gateway, it will
quickly receive GW INFO messages from a new gateway and will eventually
acquire a new global address. Another advantage of prefix continuity is that it
establishes a topological organization within an ad hoc network, i.e., the network
becomes divided in sub-networks, each being formed by a contiguous gathering
of nodes using the same prefix.

5.3 Prefix Selection

We have proposed two different algorithms used by a node to select a pre-
fix/gateway. The first algorithm ensures that a node always selects the closest
gateway, whatever prefix it uses. In contrast, the second algorithm ensures that
a node keeps its current prefix as long as it has neighbors with the same prefix,
whatever distance it is from its current gateway. To do so, each node main-
tains and updates a list of pairs of the form (SRC ADDR ; PREFIX) for each
GW INFO packet received. SRC ADDR is the source address in the IPv6 header
of the packet containing the GW INFO message, and PREFIX is the IPv6 prefix
contained in the message. This list allows a node to detect if it does not become
isolated from nodes which share the same prefix. We also consider that the global
address acquired by an ad hoc node should be used as the Mobile IPv6 care-of
address of the node. MIPv6 is used with mobile nodes to maintain connections
at the transport layer. Each change of global address in the ad hoc network will
therefore trigger the sending of at least one binding update message.

5.4 DNS Extension

As an extension to the proposed protocol, domain name server (DNS) informa-
tion can also be sent in GW INFO messages. This allows a node to select a
gateway that also permits to reach a DNS server. The GW INFO extension can
easily be extended to include a field which contains the IPv6 global address of a
DNS server. Upon reception of such a message, an ad hoc node simply uses the
address of the DNS server in order to resolve names and addresses of hosts that
are out of the ad hoc network.

6 Conclusion

The main goal of this paper was the applicability of IPv6 for the efficient de-
sign of ad hoc network architectures that support both full spontaneous mode,
i.e., without any infrastructure and thus requiring an autonomous local ad hoc
addressing scheme, and a seamless coexistence with existing WLAN networks
that provide a global connection to the Internet. Our proposal, ana6, fulfills
all requirements and introduces a number of innovative concepts related to the
architecture of ad hoc networks. We have proposed the use of a new multicast
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scope, namely “adhoc-local”, in order to limit the diffusion of multicast data
within an ad hoc network. This feature is closely related to the use of “ad hoc
connectors”, which are a logical abstraction of physical interfaces. This allows in
particular to address nodes within an ad hoc network. Finally, we have proposed
a protocol which can be used in order to create sub-networks (with respect to
global prefixes) that respect the concept of prefix continuity. Ana6 3 and the
prefix delegation protocol have been implemented for the Linux and FreeBSD
systems and are currently deployed and tested in the SAFARI project.
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Abstract. We present the framework of SDSR, a Scalable, efficient, ro-
bust and load-balanced Data Storage/Retrieval service for large scale
wireless ad hoc networks. SDSR hashes each data key to normalized ge-
ographical coordinates (x,y), which can be seen as a rendezvous point
for storing/retrieving the data in a unit grid. SDSR achieves scalability,
robustness and load-balancing by partitioning the network into hierar-
chical grids of increasing sizes and replicating the data item into each
grid. The storage location in each grid is determined by scaling the nor-
malized coordinates to the corresponding grid size. SDSR retrieves a
data item in the same way as it stores the data item. We show that in
query dominant, large scale wireless ad hoc networks, SDSR performs
better than existing schemes in terms of energy efficiency, query latency,
hotspot usage, and resilience to clustering failures. It scales well when
the network size and the number of queries increase.

1 Introduction

Wireless ad hoc networks are constructed for sharing information among wireless
hosts. The energy constrained wireless devices as well as the frequent network
topology change make traditional information sharing schemes such as broad-
casting, storing data centrally (CS) or locally (LS) undesirable, and thus necessi-
tate and challenge the design of efficient and robust data dissemination schemes
for large scale wireless ad hoc networks.

Previous research on data dissemination schemes such as [1] [2] [3] mainly
focused on improving data accessibility/reliability for wireless ad hoc networks
with high frequency of network partitions; however, less has been done for achiev-
ing data access scalability and efficiency for wireless ad hoc networks with rea-
sonable node density and thus few occurrences of network partitions.

In this paper, we consider the problem of storing/retrieving data in a wireless
ad hoc network in a scalable, efficient, and robust manner, where data can be
resources of any interests, such as service advertisements [4], files, locations of
nodes, presence of an object, etc. We assume a peer to peer network architecture
where each node can store/retrieve data to/from the network. Such a network
can be constructed either by personal devices such as notebooks or PDAs in a
wide area civilian environment, or by military devices in a large battlefield.
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c© Springer-Verlag Berlin Heidelberg 2005
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Contributions of the Paper. We present a distributed and Scalable Data
Storage and Retrieval service, SDSR, as a solution to the problem addressed
above. SDSR performs similar functions as Geographic Hash Table (GHT) pro-
posed in [5], since both schemes hash each data key to a geographical location,
which serves as a rendezvous point for storing/retrieving the data item. The dif-
ference is that in GHT, the hashed location is one fixed location in the current
network, while in SDSR, the hashed location is fixed (x,y) coordinates in a unit
grid and can be scaled to get a rendezvous point for a network of any size. SDSR
achieves scalability, robustness and load-balancing by partitioning the network
into hierarchical grids of increasing sizes and replicating the data item into each
hierarchical grid. The storage location in each grid is determined by using the
normalized coordinates as an offset and scaling it to the corresponding grid size.
SDSR utilizes Greedy Perimeter Stateless Routing (GPSR) [6] to store the data
item to nodes closest to the storage locations. These nodes serve as storage
servers for the data item. SDSR retrieves a data item in a similar hierarchical
way as to store the data item. SDSR has the following notable properties:

– Scalability: (i) the number of storage servers for a data item increases
logarithmically to the increase of network size; (ii) the per node data storage
and communication costs increase as a small fraction of the increase of the
network size; (iii) the task of storing and serving data items inserted into
the network is distributed among nodes in the network.

– Fault-tolerance: (i) it handles node joins/fail-stops and node mobility lo-
cally with an indexing service; (ii) it is resilient to clustering failures by
replicating each data item at nodes distributed in different network regions.

– Efficient resource utilization: (i) it constructs a multicast tree to route
each data item to its storage locations, which performs better than rooted
shortest path and minimum spanning trees in terms of the combination of
communication cost, network delay, and data delivery success probability;
(ii) it employs a light weight indexing service to maintain the consistent view
of data storage while avoiding unnecessary broadcast in a grid.

– Query locality friendly: queries in networks usually exhibit locality [7],
meaning that nodes are more interested in data generated nearby than data
generated far away. To comply with query locality as well as to increase the
data accessibility and avoid bottlenecks, SDSR places more storage servers
near where most queries are generated and fewer far away.

– Traffic localization: the hierarchical structure of storage servers for a par-
ticular data item constructed by SDSR guarantees that a query message
for the data is propagated locally within a quadrant of the smallest grid
containing both the requester node and the source node.

Our analysis show that in a query dominant large scale wireless ad hoc network,
SDSR performs better than existing schemes in terms of energy efficiency, data
query latency, hotspot usage, and resilience to clustering failures. It scales well
when the network size and the number of queries increase.

The paper is organized as follows: Section 2 presents system model and SDSR
problem statement. Section 3 describes SDSR components in detail. We present
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numerical analysis of SDSR and compare its performance with the performances
of existing schemes in Section 4. Section 5 concludes the paper.

2 Preliminaries

System Model. We consider a large scale wireless ad hoc network in a 2-D
coordinate plane. Nodes are connected iff they are within unit distance of each
other. Nodes and edges are represented by the set V and E, respectively, and
the resultant undirected graph by G, where G = (V , E).

Assumptions. We assume a connected network where: 1) with high prob-
ability, there are multiple nodes in each unit square area; 2) each node knows
its geographic location via certain location service such as GPS [8]; 3) each data
item has a unique key; 4) a hash function uniformly maps each key to normal-
ized (x,y) coordinates; 5) energy is a scarce resource for nodes in the network.
Since communication consumes most energy of wireless networks [9], minimizing
communication cost should be an important criteria in designing energy efficient
data dissemination schemes; 6) the longer the Euclidean distance between two
nodes, the more the network-level hops required to communicate between them.

Definitions. We use j and k to denote the nodes or locations in the net-
work. Let dist(j, k) denote the Euclidean distance between j and k in G and
e(j, k) denote the edge between j and k. Data delivery success probability, Pj,k

is defined as the probability of successfully delivering a data item from j to k. It
is computed as plen(j,k), where p is the success probability of delivering the data
item between two 1-hop neighbors, and len(j, k) is the length of the path (in
hops) traversed by the data from j to k. Communication cost, Cj,k, is defined
as O(m ∗ dist(j, k)) where m is the number of messages transmitted between j
and k. Network delay tj,k between j and k is defined as O(dist(j, k)).

Problem Statement. The data storage and retrieval problem is to design
a distributed, scalable and fault-tolerant scheme that, given a wireless ad hoc
network, constructs a hierarchical partitioning of the network such that:

– a source node replicates the data at multiple locations in the network in
increasing levels of the hierarchy,

– the distance of a level-i storage location relative to its level-i (i>0) grid is
always half of the distance of a level-(i+1) storage location relative to its
level-(i+1) grid,

– a query for a data item is propagated locally within a quadrant of the smallest
grid containing both the requester node and the source node,

– the request latency experienced by data requester is in proportional to the
distance between the requester node and the source node,

– data is routed from the source node to its storage locations with low total
communication cost and high data delivery success probability.

3 SDSR Service

In this section, we introduce each component of SDSR service in detail.
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3.1 Hierarchical Partitioning

We construct hierarchical partitioning of the network into squares of increasing
sizes similar to the grid partitioning described in GLS [10]. As shown in Fig.
1(a), the smallest square is a level-1 grid and four level-1 grids form a level-2
grid, and so on. The largest grid covering the whole network area is a level-N
grid (e.g., level-4 in Fig. 1(a)). Grids do not overlap in the sense that each level-i
grid belongs to exactly one level-(i+1) grid. Such a partitioning guarantees that
each node belongs to exactly one grid in each level of the hierarchy. All four
level-i grids of the same level-(i+1) grid are neighboring level-i grids of each
other. Since each node knows its location, it knows which grid it belongs to.

Level−2

Level−4

Level−3

Level−1
s

(a) Hierarchical partition-
ing of the network into four
levels

L

L
(2,6)

L

4,2

4,1

4,3
L L

L

s (7.75,7.75)
(5,7)

(6.5,6.5)

(6,5,7,5)

(7.5,6.5)

(12,12)

(12,4)

(4,12)

3,2

(7,2,4.2)

(0,0)
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(8,0) (16,0)

2,1L

r
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L

L

L 1,11,0

1,2

(2,2) (6,2)

(7,5)(5,5)
L

2,2L

3,13,0

(b) The solid circles are the storage locations
selected by source node s at (7.75,7.75), the
dotted circles are the query locations selected
by requester node r at (7.2,4.2)

Fig. 1. Example of SDSR hierarchical partitioning (a) and storage location se-
lection, multicast routing tree construction and query location selection (b)

3.2 Data Storage Server Selection

The source node s of a data item f selects one storage server for f in each of
its three neighboring level-i (0 < i < N) grids as follows: first, s hashes key(f)
to get a normalized geographic location (x,y) such that x ∈ [0, 1] and y ∈ [0, 1],
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then, s computes the storage location for f relative to a neighboring level-i grid
by scaling the normalized geographic location with 2(i−1)∗l, where l is the length
of the level-i grid; finally, s stores f , in each of its neighboring level-i grids, at
the node nearest to the geographic location (x ∗ 2(i−1) ∗ l, y ∗ 2(i−1) ∗ l) relative
to the lower left corner of the corresponding level-i grid. To guarantee that each
computed storage location belongs to exactly one level-1 grid, we specify that the
storage locations along the border of two horizontally adjacent grids belong to the
left grid , and locations along the border of two vertically adjacent grids belong
to the bottom grid. As shown in Fig. 1(b), s with location of (7.75,7.75) hashes
key(f) to get (x, y) ≡ (0.5,0.5) and then stores f in its neighboring level-1 grids
at locations (6.5,7.5), (6.5,6.5) and (7.5,6.5), which are at (0.5,0.5) offsets from
the (x,y)-coordinates of the lower left corners of the corresponding grids - (6,7),
(6,6), and (7,6) respectively. s repeats the process at each of the neighboring
level-i grids by scaling the offset by 2(i−1) ∗ l, i.e., for neighboring level-2 grids
the offset is (1.0,1.0), for neighboring level-3 grid the offset is (2.0,2.0), etc. s
stores f at nodes nearest to locations (5,7), (5,5), and (7,5) in each neighboring
level-2 grids, and at locations (2,6), (2,2) and (6,2) as well as (4,12), (12,4) and
(12,12) in neighboring level-3, level-4 grids respectively.

3.3 Multicast Storage Tree Routing

The goal of multicast tree routing is to construct a tree, T , with source node, s,
and the corresponding data storage locations, L1,2, L1,0, L1,1, etc., as the nodes
in the tree so that data can be routed from s to the storage locations along the
edges of T with optimal total communication cost as well as optimal network
delay/data delivery success probability.

S

L1,0

L2,2

L2,0 L2,1

L3,0

L3,2

L3,1

L1,2

L1,1

(a) Shortest path tree

S

L1,1L1,0

L1,2

L2,2

L2,0 L2,1

L3,0

L3,2

L3,1

(b) Minimum spanning tree

Fig. 2. Examples of shortest path tree and minimum spanning tree from root s
to the selected storage locations of the bottom left grid of the network shown in
Fig. 1(b)
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Traditional tree construction schemes such as rooted shortest path tree or
rooted minimum spanning tree optimize either the network delay/data delivery
success probability or the total communication cost, but not both. Specifically, the
rooted shortest path tree yields optimized network delay/data delivery success
probability since it routes data along the shortest path between a source node
and a storage server; however it suffers from increased total communication cost
since the source has to send m copies of the data items where m is close to the
total number of destinations. On the other hand, the minimum spanning tree
minimizes the total communication cost in storing the data at the destination
locations by enabling destinations along the same path to share the same data
copy and thus the communication cost; however, it increases the network delay
and data loss probability by introducing longer paths from the source to the
destinations. For example, in Fig. 2(b), one possible path from s to L3,1 is s,
L1,2, L1,0, L1,1, L2,1, L2,0, L3,1 which is much longer than the shortest path s,
L3,1 adopted by shortest path tree in Fig. 2(a).

We propose a new multicast tree construction algorithm that aims to com-
promise between minimizing the total communication cost and the data delivery
path length. The algorithm is as follows: initially, the tree T only contains the
source node s, the tree grows iteratively, such that in the ith-iteration all level-i
storage locations join the tree by forming an edge with a node in the tree which
is at minimum Euclidean distance from them, under the constraint that no two
nodes at the same level can have an edge between them. This constraint gives
us the property that the depth d of a level-i node in the tree is always ≤ i.
As shown in Fig. 1(b), in the first iteration, all level-1 storage locations, L1,2,
L1,0, and L1,1, join the tree such that the edges formed are e(L1,2, s), e(L1,0, s),
and e(L1,1, s). In the second iteration, all level-2 storage locations, L2,2, L2,0,
L2,1, join the tree such that the edges formed are e(L2,2, L1,2), e(L2,0, L1,0), and
e(L2,1, L1,1). Similarly, other storage locations in the network join the tree. The
source node sends out one copy of the data along each separate path. As in Fig.
1(b), s sends one copy of the data to L1,2, L1,0, and L1,1 separately.

Table 1 compares the performance of the above three storage routing schemes
in storing a unit size packet from s to the selected storage locations in Fig. 1(b).
It shows that our proposed multicast tree gives near optimal results both in
minimizing total communication cost and minimizing total path length.

Table 1. Comparison of the performance of different storage routing schemes in
routing 1 unit size packet from s to its storage locations shown in Fig.1(b)

Performance metrics Total communication cost Total storage path length

Multicast tree 36.37 55.96

Shortest path tree 50.35 50.35

Minimum spanning tree 34.96 80.3
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3.4 Data Query and Update

To locate a particular data item f , a requester node r first hashes key(f) to
get the normalized (x, y) coordinates. Next, it computes the possible storage
locations for f in the network using the (x, y) coordinates as an offset.

Query Location Selection. In SDSR, a requester node r computes the
query locations for f in a similar way as the source node computes storage
locations for f . Starting from the level-1 hierarchy, r selects one query location
from each of its 3 neighboring level-i (0<i<N) grids as well as the level-i grid
containing r itself, since all 4 level-i grids have the same probability of holding a
valid location server for f . For example, in Fig. 1(b), the set of query locations
chosen by r located at (7.2,4.2) are (6.5,4.5), (6.5,5.5), (7.5,4.5) and (7.5,5.5) for
level-1 hierarchy, (5,5), (7,5), (7,7) and (5,7) for level-2 hierarchy, (2,6), (2,2),
(6,2) and (6,6) for level-3 hierarchy, etc.

Data Query. r queries the set of computed query locations hierarchically,
starting from its level-1 grids. In each level, instead of querying all the query
locations, r only queries the storage location closest to itself. The query termi-
nates when r gets f from a query location or if r does not get f from the highest
level query locations. For example, in Fig. 1(b), the query path for f from r
is: (7.5,4.5), (7,5), (12,4). The storage server closest to location (7,5) answers
the query during second query step. Querying only the closest query location in
each level does not work when the source node s, the requester node r and the
closest level-1 query location of f are in the same level-1 grid. To handle this,
if r can not locate f in the query location of its own level-1 grid, r broadcasts
within the grid before querying the level-2 storage location.

SDSR query scheme is scalable since it not only limits the number of steps
needed to satisfy a query but also bounds the geographic region in which the
query will propagates to one of the four low level squares of the smallest grid
containing both the source and the requester. It is important to mention that
the above query scheme works in a static network with no faults. In section 3.5,
we provide additional solutions to handle faults introduced by node mobility,
node failure and clustering failure.

Data Update. In our model, each data item can only be updated by its
source node. After a node updates a data item, it stores the updated item at
its storage locations. The set of storage locations selected may change from time
to time as the node moves within the network. But this change is local and is
bounded byO(D) whereD is the diameter of the smallest grid which contains the
node’s current location and its previous location where the last update occurs.

3.5 Fault Tolerance

Wireless ad hoc networks have frequent topology changes (modeled as faults)
due to node joins, node fail-stops (energy exhaustion), and node mobility. The
storage service of SDSR, stores a data item f at the node j nearest to the
corresponding storage location. But, when a new node k joins the network, it
may be closer to the storage location of f than the current storage server j.



506 Yingjie Li and Ming-Tsan Liu

Transferring f from the current storage server to the node nearest to its storage
location is undesirable in presence of frequent node joins (and moves) as it results
in high communication cost especially when f is large. On the other hand, not
storing f at the node nearest to the storage location results in broadcasting the
query for f . Thus, we need a scheme that avoids high communication cost due
to either frequent data transfer or frequent query broadcast.

Indexing Service. The new node k, instead of getting f from the storage
server j, serves as an index for f and only stores the information that there
exists a storage server of f in the grid. Since a query for a data item is routed
to the node nearest to the storage location, k, on receiving the query for f ,
broadcasts the query in the grid as k has the information that f exists in the
grid. Storage server j on receiving the query, replies back to k with f , which
replies f back to the query node. With f stored, k is able to serve the following
queries for f directly. Another advantage of indexing approach is that if f is
not in the grid, then the query is not broadcast by k thus avoiding unnecessary
communication cost. The indexing list for a storage location is copied to nodes
along the perimeter of the storage location, thus when the closest node to the
storage location fails, the second closest node can serve the following queries.

Node Mobility. Node movement has minimal effect on the data storage
structure as long as storage servers move in their original level-1 grids. If storage
server j of data f moves outside its level-1 grid, j transfers f to the node nearest
to the storage location in the original grid, j then can delete f and will not serve
as a storage server for f .

Node Fail-stop. A source node periodically sends soft state hello messages
with low frequency to its storage servers to detect storage server fail-stops and
recruit new server accordingly. In order to handle clustering failure, a requester
node queries multiple storage servers in each hierarchy level and retrieves the
data item from the first server which replies with the data.

4 Analytical Results

In this section, we first compare SDSR with existing schemes in the performance
of reducing communication cost and hotspot usage. Then, we compare SDSR
with GHT and SR-GHT regarding their resilience to clustering failure. Table
2 lists the notations used in computing the hotspot usage and communication
cost. Table 3 lists the performance metrics used in the comparison.

4.1 Communication Cost

Local Storage (LS): data is stored in the source node only.
Centralized Storage (CS): data is stored in a centralized server.
GHT: each data key is hashed to one fixed storage location in the network.
Structured Replication GHT (SR-GHT)[5]: to reduce storage cost of GHT,
SR-GHT hashes each data key to a root location in the network, then divides
the whole network uniformly into 4d subregions (d is the replication hierarchy
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depth) and computes 4d− 1 mirrors of the root location, with one mirror in one
subregion. The source node of the data stores the data to the closest mirror. The
data itself is not replicated in each subregion.

Table 2. Notations

N the number of nodes in the network. As in [5], O(N)
is the cost of flooding a data item in the network and

O(
√

N) is the cost of sending a message between two nodes

d the replication depth used by SR-GHT and SDSR

M the number of data items stored in the network

Q the number of queries generated in the network

Rsdsr the number of replicas per data item in SDSR (Rsdsr = 3d)

Rsr−ght the number of mirrors per data item in SR-GHT (Rsdsr = 4d − 1)

Table 3. Performance metrics

Total storage msg complexity Cs Total number of storage msgs generated

Total query msg complexity Cq Total number of query msgs generated

Total reply msg complexity Cr Total number of reply msgs generated

Total msg complexity Ctotal Total number of msgs generated

Hotspot msg complexity H max number of msgs processed per node

Table 4 lists the performance comparison of the above schemes regarding
the hotspot usage and the total communication costs. We observe that: 1) LS
incurs the largest total communication cost with increased N ; 2) CS yields the
highest hotspot message counts; 3) SDSR has the lowest hotspot usage since
first, the task of storing data is distributed among all the nodes; second, each
data item has Rsdsr replicas distributed across the network; 4) SR-GHT has the
lowest storage cost since it replicates storage locations uniformly in the network.
The tradeoff is the highest query cost. Thus SR-GHT doesn’t work well in a
network where Q > M ; 5) SDSR introduces the highest storage cost since it
replicates data in multilevel hierarchy for achieving better fault tolerance and
reduced query latency, yet it yields the lowest query cost as well as reply cost.
And the increase of the total cost grows slowly as the network grows. Thus SDSR
is preferable to other schemes regarding the total communication cost when (1)
N is large enough; (2) Q > M ; (3) network query exhibits locality. For example,
Table 5 shows the total communication cost of each scheme when N = 2500,
M = 100, Q = 1000 and d = 4.

4.2 Resilience to Clustering Failure

Clustering failure occurs when all nodes within the same grid fail. GHT and SR-
GHT are vulnerable to clustering failure since they replicate each data item only
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Table 4. Performance comparison of hotspot usage and total communication
cost

Schemes Hotspot usage Total message complexity in the form of
Cs+Cr+Cq

LS 2Q 0 + Q
√

N + QN

CS M + 2Q M ∗ √N + Q
√

N + Q
√

N

GHT max(M/N, 1) + 2Q M
√

N + Q
√

N + Q
√

N

SR-GHT max(M/N, 1) + 2Q M
√

N/2d + Q
√

N + Q
√

N2d

SDSR max(M/N, 1) +2Q/(3d + 1) 6M
√

N(1 − 1/2d)+Q
√

N/d(1 − 1/2d−1)

+Q
√

N(2d + 2d−1 − 2d + 1)/((d − 1)2d−1)

locally around its hashed location. SDSR performs better in handling clustering
failure by replicating each data item at nodes that are distributed in different
network regions. If each level-1 grid has the same clustering fault probability q,
then the probability that all the grids containing data item f fails is q for GHT
and SR-GHT, while only q3

d+1 for SDSR.

Table 5. Comparison of different schemes regarding the total messages gener-
ated

Schemes LS CS GHT SR-GHT SDSR

Total messages 255000 105000 105000 850312 77827

5 Conclusion

we present the design and evaluation of SDSR, a data centric, location based data
storage/ retrieval service for large scale wireless ad hoc networks. Our analytical
results show that in a query dominant, large scale wireless ad hoc network,
SDSR performs better than existing schemes in terms of total communication
cost, data query latency, hotspot usage, as well as resilience to clustering failures.
It complies well with query locality and scales well when the network size and
the number of queries increase. Some directions we are currently exploring are
1) extending SDSR to work with node’s storage limits and 2) investigating the
performance of SDSR on hierarchically clustered wireless ad hoc networks.
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Abstract. In order for multicast data packets to be transmitted effi-
ciently, the multicast data forwarding is required at each router. Within
a wired network, a network interface of a node has a one-to-one con-
nection to one of the incoming interfaces of other nodes. If the packet
coming into an incoming interface needs to be forwarded, it is delivered
to the corresponding outgoing interface. However, in a mobile ad hoc
network (MANET), in most cases each node has only one network in-
terface, so the incoming interface is the same as the outgoing one and
the wireless network interface of a node has a one-to-many connection
to those of neighboring nodes. This difference may cause problems such
as routing loops and packet duplication. Therefore, in this paper, we
propose a multicast data forwarding scheme which can be used in the
multi-hop wireless ad hoc network without causing either routing loops
or packet duplication. In the proposed scheme, a table is defined for the
prevention of packet duplication that can happen when the tree-based
multicast routing protocol is used. We have implemented our proposed
scheme by using the netfilter[1] of the Linux OS.

1 Introduction

The mobile ad-hoc network (MANET) consists of mobile nodes that self-organize
to form a network topology without any wired network infrastructure support.
Because a MANET can offer an access to network resources to portable devices in
any place and at any time, it is attracting much attention and growing quickly. In
this paper, we address a multicast data forwarding scheme that sends multicast
packets to next hops in a MANET using a multicast routing table generated by
a MANET multicast routing protocol.

Multicast routing protocols for MANET can be broadly classified into two
categories; the tree-based and the mesh-based approaches. In the tree-based ap-
proach, a multicast tree is constructed for the delivery of multicast packets and
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the examples are MAODV [2] and AMRIS [3]. In the mesh-based approach, mul-
tiple forwarding paths are constructed among multicast members, and ODMRP
[4], CAMP [5] and FGMP [6] belongs to this category.

In a wired network, when a node forwards multicast packets based on a
multicast routing tree, the packets are forwarded only to child nodes (i.e., nodes
in the downstream of the tree). However, in a multi-hop wireless network (i.e.,
a wireless ad hoc network) where a network interface of a node doesn’t have a
one-to-one connection with that of a neighboring node, multicast packets sent
by a node can be received by all of its neighbors including its parent. Hence
the parent will receive duplicate packets and this will result in routing loops.
Therefore we need a multicast data forwarding scheme which can detect and
discard duplicate packets so that they can not be forwarded any further. With
this mechanism, a node on a multicast tree will forward each multicast packet
only once, hence the limited wireless bandwidth can be efficently utilized.

In order to prevent duplicate packets from being forwarded, each packet
needs to be assigned with a unique sequence number and a header field for the
inclusion of this information is required. With regard to the multicast data for-
warding, ODMRP prevents packet duplication by keeping the source IP address
and the source-specific packet identifier for each received multicast packet so
that the packet can be uniquely identified later on. In this scheme, however,
additional information (i.e., the source-specific identifier) need be stored in the
IP header. In IPv4, the ”IDENTIFICATION” field which is originally defined
for identifying fragments belonging to the same IP datagram may be used for
the source-specific packet identifier, however this violates the original purpose
of the ”IDENTIFICATION” field. Also, in IPv6, to provide this functional-
ity, a new extension header must be defined. Using the source-specific identifier
for the duplicate packet detection requires each packet to be assigned with a
unique source-specific identifier and all forwarding nodes of a packet to store the
identifier for the packet, which may not be practical especially in the MANET
environment. In this paper, we propose MDF-TM (Multicast Data Forwarding
for Tree-based Multicasting in MANET) which doesn’t require any additional
information in the packet and provides a simple and efficient multicast data for-
warding mechanism for any tree-based MANET multicast routing protocols. We
have implemented MDF-TM and verified the correctness of MDF-TM.

This paper is organized as follows. Section 2 presents an efficient multicast
data forwarding scheme for the MANET. How the proposed multicast data for-
warding scheme is implemented is presented in Section 3. We analyze the memory
requirement of MDF-TM in Section 4. The paper is concluded in Section 5.

2 Multicast Data Forwarding for Tree-Based Multicasting
in MANET

In the wired network, upon receiving a unicast packet destined to another node,
a node first looks up its routing table for the next hop to the given destination
and obtains the MAC address of the next hop and forwards it via the interface
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Fig. 1. A multi-hop network for observing PDRT where the multicast tree is
constructed in A-B-C.

to the next hop. In MANET where links are broadcast medium, packets sent by
a node can be heard by all of its neighboring nodes. However, since the neighbors
with different MAC addresses filter out the packet, unicast packet forwarding in
MANET can be carried out without causing packet duplication.

For the multicast data forwarding in the wired network, a node acquires the
next hops by referring to its multicast routing table, puts the corresponding
multicast MAC address as the L2 destination address and forwards it to the
next hops except for that one from which the packet has come. Hence the mul-
ticast data forwarding in the wired network does not cause packet duplication.
However, in MANET, when a node forwards a packet with a multicast MAC
address as the destination through its wireless network interface, all one-hop
neighbors hear the packet and those who are on the multicast tree accept the
packet. Thus, the parent node of the packet also accepts the packet, which will
result in packet duplication and, in turn, routing loops. We name this type of
duplication the ”packet duplication by reverse transmission” (PDRT). To see
PDRT in a real MANET environment, we have configured a test network using
SMCRoute (Static Multicast Route) [9] (as shown in Fig. 1) and made all three
nodes join the NTE application group using SDR/NTE [10]. In this test environ-
ment, we have observed that PDRT happens when node A starts transmission
of multicast packets.

In Fig. 2, solid lines indicate links involved in a multicast tree and node A
is a source of the multicast group and D, E, and F are members of the group.
When A sends a multicast packet, B and C receive it, and B forwards it to D
and E that are next hops of the multicast tree. On the other hand, the packet

A

B C

D E F

1
1

2
2

22

Multicast tree link
Non-multicast tree link

Fig. 2. An example of PDTN.
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forwarded by C is received by E and F, where E is not an intended receiver.
Since dotted lines do not belong to the multicast tree, node E should not receive
multicast packets from node C. We name this type of duplication the ”packet
duplication by transmission from a non-neighbor” (PDTN).

A transmitting node plays an important role in the multicast data forward-
ing in the wired network. When a transmitting node forwards a packet to the
corresponding network interfaces, the role of a receiving node is simply to accept
it. However, in MANET, the scope of the multicast data forwarding can not be
limited to a specific receiving node, i.e., a multicast packet is forwarded to all
the neighbors within its coverage area. When a transmitting node forwards a
multicast packet, the information regarding individual receivers is not included
and the transmitting node only needs to check the existence of child nodes and,
if there exists at least one, forwards it. So we can say that the functionality of
a transmitting node in MANET is relatively simple compared with that in the
wired network.

On the other hand, a receiving node in MANET has to prevent both PDRT
and PDTN. As described later, the prevention of PDTN makes multicast packets
be delivered only along the multicast routing path. That is, the multicast data
forwarding is easily accomplished by performing the prevention of PDTN.

Fig. 3 shows the operation of a transmitting and a receiving node involved
in the multicast data forwarding in MANET. The multicast data forwarding is
carried out by the prevention of PDTN and routing loops are blocked by the
prevention of PDRT. Locally generated packets are forwarded only when the
number of neighbors in the given multicast tree is one or more, and packets
coming from outside are forwarded only when the number of neighbors in the
given multicast tree is more than one.

3 Implementation of MDF-TM

MAODV6 used in our implementation is based on the implementation of AODV
[7][8] by NIST [11], which is extended to support IPv6 and MAODV. We have
implemented MDF-TM on Linux kernel 2.4 [12] according to the design concept
in Section 3, and carried out tests with using SDR/NTE as the application.
Even though MDF-TM is for MAODV and IPv6 networks, the design concept
of MDF-TM can also be applied to IPv4 networks, other OS environments, and
other tree-based MANET multicast routing protocols. MDF-TM makes use of
packet filtering to prevent data packet duplication. Linux kernel provides netfilter
to filter packets, and the framework of MDF-TM is composed of netfilter hooks
and callback functions.

3.1 Prevention of Packet Duplication

A possible approach to prevent data duplication in MANET is to store the source
L3 address and the source-specific identifier for each incoming multicast packet
and use this information for the duplicate packet detection. This scheme can
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Fig. 3. Operation of the multicast data forwarding in MANET.

prevent PDRT of the tree-based multicast routing protocol, but not PDTN. In
Fig. 2, if C, ahead of B, transmits a packet received from A, E receives the packet
from C, but drops the packet from B since E has already received the same one
from C. Table 1 shows the format of the multicast data forwarding table and that
of the table for duplicate packet detection with storing the source L3 address
and the source-specific identifier. Table 1 shows fields necessary for the multicast
data forwarding but not for table management and statistics. Fields in Table 1.
(a) come from the mandatory options of SMCRoute which is a command to
create a multicast tree. However, this scheme requires sources to assign unique
source-specific IDs to transmitting packets, and receiving nodes to store the
source L3 address and the source-specific ID for each received packet. If a node
doesn’t delete unnecessary entries in a timely manner, the memory resource can
be wasted. Furthermore, there is no field to carry the source-specific ID in the
IPv6 header, so an user-defined extension header has to be used and this can be
some overhead especially in the wireless environment.

In order to prevent PDRT, the information on the parent node of each multi-
cast session needs to be maintained at each tree node so that those packets from
child nodes can be filtered out. We have come up with two possible approaches



An Efficient Multicast Data Forwarding Scheme 515

F1 F2 DS

S G DATAF1 G

Fig. 4. Prevention of PDRT.

to identify the parent node of a received packet; one is to use the source L2
address and the other the L3 address of the parent node. In order to be able to
use the L3 address of the parent node, a means to store the L3 address in the
packet header is required. In case of IPv4, there’s no such field available and, in
case of IPv6, an IPv6 extension header may be used and this additional IPv6
extension header is to be an overhead especially to the wireless environment, so
we have decided to use the L2 address of the parent node for this purpose. Thus,
in MDF-TM, each node in a multicast tree maintains a table with (Source IPv6
Address, Multicast Group IPv6 Address, Source MAC Address) entries. Fig. 4
illustrates how this table is used; node D is a member of group G, and while
node S send a packet to G, it is forwarded from F1 to F2. After F2 receives
the packet, it compares (S,G) of the L3 header with the (Source IPv6 Address,
Multicast Group IPv6 Address) table and, if there is no match, the node stores
(SL3, GL3, F1L2) in the table and forwards the packet to D. If there is a match, it
compares the source MAC address of the packet with that of the matched entry.
Only if they are the same, the packet is accepted. Since the source doesn’t have
the parent node, it sets the source L2 address of its own entry to null. Hence,
when a node encounters null in the source MAC address of the corresponding

Table 1. Data structures for the multicast data forwarding in the scheme using
the source specific unique ID.

(a) Entry format of the multicast data forwarding table

Field Name Data type

Originator Address L3 (IPv4 or IPv6) Address
Multicast Group Address L3 (IPv4 or IPv6) Address

Incoming Interface Integer
Outgoing Interface Integer

(b) Entry format of the table to prevent data packet duplication

Field Name Data Type

Originator Address L3 (IPv4 or IPv6) Address
Unique Identifier 1 Integer
Unique Identifier 2 Integer

... ...
Unique Identifier n Integer
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Table 2. Data structures for multicast data forwarding in MDF-TM.

(a) Entry format of multicast data forwarding table
(for the prevention of PDTN)

Field Name Data type

Multicast Group Address L3 (IPv4 or IPv6) Address
Neighbor L2 Address 1 L2 (MAC) Address
Neighbor L2 Address 2 L2 (MAC) Address

... ...
Neighbor L2 Address n L2 (MAC) Address

(b) Entry format of the table to prevent PDRT

Field Name Data Type

Originator Address L3 (IPv4 or IPv6) Address
Multicast Group Address L3 (IPv4 or IPv6) Address

Parent Node of Multicast Flow L2 (MAC) Address

entry for a received packet, it just drops the packet since the node itself is the
source.

For the prevention of PDTN, each node maintains a multicast neighbor table
with (Multicast Group L3 Address, Neighbor L2 Address List) entries. This entry
has the meaning that a multicast packet is accepted if it comes from the node
with the same address as one of the addresses (i.e., neighbors) in the neighbor L2
address list for the multicast group IPv6 address. When MAODV6 adds, deletes
and updates entries of the multicast routing table, the multicast neighbor table
should be updated so that the routing changes can be reflected.

Table 2 shows the entry format of the multicast data forwarding table and
that of the table to prevent data packet duplication by using MDF-TM.

3.2 Correctness Test of MDF-TM

For the operational test of MDF-TM, we have loaded MAODV for IPv6 and
MDF-TM on linux machines and verified the correctness of MDF-TM in pre-
venting duplicate multicast packets from being forwarded. SDR is used to create
a multicast session and inform other nodes of the existence of the multicast
session, and NTE is used for multicast data communication. The testbed used
for this experiment consists of three laptops connected with an IEEE 802.11b
wireless LAN, as shown in Fig. 1.

Table 3 and 4 show the information for the prevention of PDRT and PDTN
at node A. Those multicast groups in the tables are for the session management
and NTE communications. Table 3 maintains the L2 address of each neighbor
node for each multicast group which is extracted from the path information
provided by MAODV6. The entries in table 4 are created when a node receives
new multicast data traffic. Throughout the test, we have observed that MDF-TM
does not produce any routing loops.
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Table 3. Table information for prevention of PDTN (node A)

Entry # Entry Description

1
FF0E::0002:7FFE Group to inform multicast session
00:03:47:15:21:7F L2 address of node B

2
FF0E::0002:CEE5 Group for NTE session
00:03:47:15:21:7F L2 address of node B

Table 4. Table information for prevention of PDRT (node A)

Entry # Entry Description

1

3FFE:FFFF:0100:F102::0011 L3 address of node B : group leader
FF0E::0002:7FFE Group to inform multicast session
00:03:47:15:21:7F L2 address of node B

2

3FFE:FFFF:0100:F102::0013 L3 address of node A
FF0E::0002:CEE5 Group for NTE session
00:00:00:00:00:00 NULL because node A is multicast source

3

3FFE:FFFF:0100:F102::0012 L3 address of node C
FF0E::0002:CEE5 Group for NTE session
00:03:47:15:21:7F L2 address of node B

4

3FFE:FFFF:0100:F102::0011 L3 address of node B
FF0E::0002:CEE5 Group for NTE session
00:03:47:15:21:7F L2 address of node B

Table 5. Notations for the equations.

G : The number of multicast groups that a node is joining
S = {s1, s2, ..., sG} : The number of multicast sources for each multicast group
P : The total number of multicast sources of multicast groups that a node is joining
K = {k1, k2, ..., kP } : The number of unique IDs that a node has for each multicast
source
N = {n1, n2, ..., nG} : The number of neighboring nodes of multicast tree for each
multicast group

4 Analysis of Memory Requirement

MDF-TM reduces the amount of memory that is a limited resource in a portable
wireless node and, to show this, the comparison between two previously-mentioned
schemes is shown in this section through equations. The notations for the equa-
tions are appeared in Table 5.

Sum of Eq. (1) and Eq. (2) is the amount of memory used by the approach
using source-specific ID. Eq. (1) is the total memory size of the multicast table
in Table 1. (a) and Eq. (2) is the total memory size of the table in Table 1. (b)
which prevents data packet duplication.
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Fig. 5. The amount of required memory.

T 1a =
G∑

i=1

si × 2× (sizeof(L3Address) + sizeof(Integer)), si ∈ S (1)

T 1b = P × sizeof(L3Address) +
P∑

i=1

ki × sizeof(Integer), ki ∈ K (2)

Sum of Eq. (3) and Eq. (4) is that used by MDF-TM in a node. Eq. (3) is the
total memory size of the multicast forwarding table in Table 2. (a) and Eq. (4)
is the total memory size of the table in Table 2. (b) which prevents PDRT.

T 2a = G× sizeof(L3Address) +
G∑

i=1

ni × sizeof(L2Address), ni ∈ N (3)

T 2b =
G∑

i=1

si × 2× (sizeof(L3Address) + sizeof(L2Address)), si ∈ S (4)

For the simplification of the analysis of the amount of required memory, it is
assumed that multicast trees are not changed and all multicast sources transmit
packets in CBR. For the analysis, G is incremented by 1 starting from 1 to 10,
and si and ni are randomly selected from the set {1, 2, ..., 5}. The amount of
memory is analyzed for the maximum and the minimum of P . The maximum
of P is obtained when the sources of multicast groups do not overlap, and the
minimum of P when the sources of a multicast group which has the largest
number of sources among all multicast groups include all other multicast sources.
For the approach using the multicast source L3 address and the source-specific
ID, the size of an integer is set to 2 bytes and ki to 1 and 10.

In Fig. 5, UID1 indicates the amount of required memory with the maximum
of P and UID2 that with the minimum of P for the approach using the multicast
source L3 address and the source-specific ID. The memory requirement of UID2
is almost the same as that of MDF-TM, but since UID1 has more multicast
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sources due to using the maximum of P , the memory requirement of UID1 is
larger than that of MDF-TM. Even when ki is 1, MDF-TM requires less amount
of memory than UID1.

5 Conclusion

In MANET, due to the characteristics of multi-hop wireless transmission, the
tree-based multicast data forwarding causes problems like packet duplication
and routing loops. In this paper, we have pointed out two problems related
to the multicast data forwarding, the packet duplication by reverse transmis-
sion (PDRT) and the packet duplication by transmission from a non-neighbor
(PDTN). To resolve these problems, we have proposed MDF-TM in which two
tables are newly defined and one of the tables is used for the multicast data
forwarding itself. For the implementation of MDF-TM, we have modified Linux
kernel and verified that MDF-TM with MAODV6 performs correctly in forward-
ing multicast packets.
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Abstract. We propose a global design procedure for heterogeneous net-
works , which includes the definition of their topology; routing proce-
dures; link capacity assignment; transfer mode; and traffic policy. We
discuss the network model, which minimizes the cost of interconnecting
a number of nodes whose locations are known; the traffic model, where
we use the concept of Equivalent Bandwidth, and the resolution algo-
rithms, where we compare a Simulated annealing algorithm (SAA) with
a commercial solver, with good results. Results show that SAA gets to
the optimum solution over 10 times faster than the commercial solver.
Experiments also show that, for networks with more than 50 nodes, the
SAA still delivers good feasible solutions while the commercial solver is
unable to deliver results.

1 Introduction

Current communications systems rely largely on networks that are able to carry
heterogeneous traffic. INTERNET itself is a communications network that can
transmit data, voice and video. ATM (Asynchronous Transfer Mode) networks
are an example of broadband networks that also deal with heterogeneous traf-
fic. The design of heterogeneous broadband networks includes the definition of
their topology, routing procedures, capacity assignment, transfer mode, fault
tolerance methods and traffic policy. Therefore, models for the design of these
networks are very complicated, and involve generally a very large number of
integer and continuous variables. Most of the known approaches to this problem
deal with these issues as separate problems. There is a considerable body of lit-
erature that focuses on the design of broadband networks. Models and solution
procedures for network design include the capacity assignment through multiple
origin-destination pairs [5], fault tolerant network dimensioning [1], and unca-
pacitated network design [3]. Several network design problems are presented in
textbooks such as [8] and [9]. In [6] a virtual hierarchical network is designed
that uses Fractional Brownian Motion (FBM). We use the same distribution in
this paper. However, there are no design methods that consider all of the as-
pects together, being at the same time practical and efficient enough for their
use by the industry. We address the global design of a heterogeneous broadband
network that carries data, voice and video, including all the aspects except for
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the fault tolerance, which is left as a subject for future research, and propose
and solve models for the design of these networks. Although ATM networks are
taken as an example, the proposed methods can be used for the design of any
broadband network. In ATM networks, the traffic is divided in cells of a certain
length. These cells can become lost or delayed, due to congestion in the network.
Thus, in addition to the cost and heterogeneous traffic issues, there is also the
Quality of Service (QoS) issue. QoS in these networks refers to the cell loss prob-
ability and cell delay. We impose constraints on the QoS, bounding the delay
and, consequently, the cell loss and cell delay. Node locations and traffic load for
each traffic type are assumed to be known. We first address the network model,
minimizing the cost of interconnecting a number of nodes whose locations are
known. Assumed known is the amount of traffic of each type between each pair
of nodes. In addition, for each information type there must be an acceptable
delay. Secondly we address the traffic model, where we use the concept of Equiv-
alent Bandwidth [7]. Although several traffic-modelling techniques can be used,
we choose FBM, because it adapts better to the real time network behaviour.
Finally we solve the model by using two tools: a) AMPL-CPLEX, a commercial
package which finds the optimal solution of the linear model in a time that is
exponentially related to the size of the problem, and b) a simulated annealing
algorithm (SAA), which does not guarantee an optimal solution, but has a good
performance, in terms of finding solutions that are close to the optimum. The
main contributions of this paper are: a) a network model that considers most of
the aspects of the network design problem starting from the node locations and
traffic data; b) we propose an adaptation of the FBM traffic model to the con-
ditions of the network design problem; c) we apply the SAA to solve the model,
with good results. We first present and discuss the traffic model. Then, we ad-
dress the network model. Afterwards, the solution methods are discussed. The
next section presents the computational experiments. For this problem, the sim-
ulated annealing algorithm finds a solution (which corresponds to the optimum
in most cases) around 10 times faster than AMPL-CPLEX. The experiments
also show that for networks with more than 50 nodes, AMPL-CPLEX is unable
to deliver results due to the enormous processing time, while the SAA still de-
livers good feasible solutions. Finally, conclusions are drawn and future work is
proposed.

2 Traffic Model

An ATM broadband network, allocates its resources according to the amount
of traffic of each type, present in the network, which means the resources to
be allocated need to be determined in real time. Since the decision has to be
taken very fast, the idea of using an equivalent bandwidth (EB) has become
attractive [16] [7]. In fact, methods are required that generate timesavings at
switches, while maintaining an adequate QoS. The EB is the result of applying
statistical theories, and it is defined as the bandwidth ensuring a certain QoS
(usually taken as the cell loss probability, α).
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2.1 Equivalent Bandwidth and the Fractional Brownian Model

There are four basic models of EB, each one with several variants: Poisson Model
[2], Gaussian Model [7], ON/OFF Model [7] and FBM [12]. We use the FBM
model because it better represents the network behaviour, and because it allows
the characterisation of different traffic types using a small number of parameters.

Several studies have pointed out the existence of a fractal or self-similar
behaviour in data traffic [4]. Regarding traffic modelling, the variance of burst
length is so large that, in many cases, it tends to infinity. This makes the decay of
α, when the buffer size is increased, to be much lower than the one inferred from
a Poisson model. Several researchers have attempted to model this behaviour,
and the one used in this paper is due to Norros [12]. The model describes the
traffic for a connectionless network. The Norros model can be applied to allocate
resources in variable bit rate (VBR) and available bit rate (ABR) broadband
networks. To model an accumulative system that complies with the self-similarity
characteristics, the following equation is used:

At = mt+
√
amZt t ∈ (−∞,∞) (1)

where At represents the amount of traffic (number of packets) arrived until time
t, m is the mean arrival rate, a is the variance coefficient of the mean per time
period (bps per sec). Since t initially has no units, it has to be normalized as
t = T/tu where T is the real time and tu is the unit. Zt is a non-dimensional
number representing a normalized self-similar Gaussian process (or FBM) with
parameter H . The Hurst parameter H , defines the level of self-similarity of the
traffic. Its range goes from 0.5 to 1. The fractional Brownian storage with input
parameters m, a and H and output capacity C > m is the stochastic process Xt

defined as:
Xt = sup

s≤t
(At −As − C(t− s)), t ∈ (−∞,∞) (2)

Then, the approximate queue length distribution is given by a lower bound [12]:

P (Xt > x) ≥ Φ

(
(C −m)Hx1−H

κ(H)
√
am

)
(3)

where
κ(H) = HH · (1−H)1−H and Φ = P (Z1 > y) (4)

Function Φ is approximated by a Weinbull distribution, and a lower bound for
the probability is obtained. Considering B as the maximum queue length (in
bits), the cell loss probability (α) is:

α = P (x > B) ≥ e
−
(

(C−m)2H

2κ(H)2am

)
·B2−2H

(5)

From this equation, the equivalent bandwidth can be written as:

EB = C = m+
(
κ(H) ·

√
−2 · ln(α)

) 1
H · a 1

2H · B− (1−H)
H ·m 1

2H (6)
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It can be seen that the equivalent bandwidth is a function of a small number
of parameters (m, a,H,B and α), and then it can be used to solve the network
model with less complexity.

2.2 Traffic and Network Parameters

Each one of the types of traffic (data, audio and video) is characterized by its
flow mean and variance (parameter a of the FBM model), network distribution
type, Hurst parameter, α and maximum buffer length B. Most of parameters
are related to the EB chosen model. Since in a broadband network resource
reservation is used, the parameters are defined according to the EB, allowing a
controlled α.

The nodes of the network represent switches that generate, receive or redirect
the traffic. The arcs of the network represent the links that connect the switches,
and they have a certain capacity or bandwidth. Three discrete capacities (622,
155 and 45 Mbps) were considered. One of the outcomes of the problem is de-
ciding what links have to be built, what is the capacity of each link, and which
switches are to be located.

2.3 Delay

The delay considers two components: queuing delay at switches and transmission
delay at links. We use a typical optical fibre network, with a transmission delay of
4[microsec/Km]. The queuing delay depends on the traffic model. For the FBM
model, each switch has a service queue and independent virtual connections
(VC). Then, every connection has its own queue with a Weinbull distribution
(equation 9), and a service rate equal to the EB. Defining β and γ as follows:

β =
(

(C −m)2H

2(HH(1 −H)1−H)am

)−1/γ

(7)

γ = 2− 2H (8)

P (X < x) =

{
0 x < 0

1− e−( x
β )γ

x ≥ 0
(9)

Assuming X is the number of elements on this queuing system, equation (9) can
be written as follows, considering the maximum capacity of a buffer, B:

P (X > B) = e−( x
β )γ

x ≥ 0 (10)

Using these equations, it is possible to obtain the expected number of individuals
in the queue as:

E(X) = β · Γ
(

1 +
1
γ

)
(11)

The average queue length x is obtained by replacing the EB (equation 6) into C
of equation 7. This value does not depend of the mean or variance of the traffic
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type, but only on the maximum buffer size B and the cell loss probability, α.
Finally using Little’s law, we obtain the queuing delay at the switches, DS , as:

Ds =
N

λ
=

x

m
=

(− ln(α))−
1

2−2·H ·B · Γ
(
1 + 1

2−2·H
)

m
(12)

3 Network Model

The model minimizes the costs of establishing the network, given the node loca-
tions, traffic loads of each origin - destination pair for the three types of traffic,
subject to QoS constraints (node and arc delay). Its formulation follows. First
we introduce the notation used. The following terms are given as inputs to the
problem:
n : number of nodes in the network
Node : Set of all nodes
Arc : Set of all possible undirected arcs among network nodes.
Link : Set of all possible directed arcs among nodes.
Cap : Set of arc capacities: 622, 155 or 45 Mbps.
OD : Set of all possible origin-destination (od) pairs.
Ca : Cost of arc, per length unit.
Cs : Fixed costs of node
Cc : Cost of link capacity hardware
xij : Binary variable that takes value 1 if the arc between nodes i and j exists,
and 0 otherwise.
yr

ij : Integer variable. It is the quantity of links of type r in arc ij.
ni : Binary variable that counts the number of terminal equipments located at
node i.
Eflowod,k

ij : Binary variable equal to 1 if there is flow of traffic type k through
arc ij of od pair of type k, 0 otherwise.
flowod,k

ij : Real variable. Corresponds to the flow through link i, j of pair od and
traffic type k.
trafk

od : Amount of traffic of type k going from origin to destination node.
dij : Distance between node i and j.
Dk

s : Queuing delay at switches, for traffic type k
DT : Transmission delay in the optical fiber, per distance unit
V capr : Capacity of link of type r (45, 155 or 622 Mbps)

3.1 Mathematical Formulation

The objective function takes into account the total topology building cost, the
total switching equipment cost of nodes, and the total transmission equipment
cost.

Objective: Minimize the network building cost:

min
∑

(i,j)∈Arc

Cadijxij +
∑

i∈Node

Csni +
∑

(i,j)∈Link

∑
r∈Cap

Cr
c y

r
ij (13)
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Subject to: i) Connection of nodes. This restriction tells that if an arc exists,
switches must exist at both ends of the arc.

ni + nj ≥ 2xij ∀ (i, j) ∈ Arc (14)

ii) Traffic flow. This restriction sets the flow passing for a given arc of a given
od pair.

flowod,k
ij = trafk

odEflow
od,k
ij ∀ (i, j) ∈ Arc, (o, d) ∈ OD, k ∈ typeT (15)

iii) Arc presence. If flow exists, in any direction and of any type, then an arc
must exist.∑
k ∈ typeT

(
flowod,k

ij + flowod,k
ji

)
≤

∑
k ∈ typeT

trafk
odxij ∀ (i, j) ∈ Arc, (o, d) ∈ OD

(16)
iv) Flow balance. There are three cases for the nodes: they can be origin, desti-
nation or transfer nodes. The restriction indicates that the traffic is generated,
absorbed or transferred at the node, according to its type.

∑
(i,j) ∈ Arc

flowod,k
ij −

∑
(j,l) ∈ Arc

flowod,k
jl =

⎧⎨⎩
trafk

od if j = d
−trafk

od if j = o
0 otherwise

;

∀ j ∈ Node, (o, d) ∈ OD, k ∈ typeT (17)

v) Link capacity assignment. The sum of all flows passing through an arc has to
be less or equal than the total capacity of the arc.∑

(o,d) ∈ Path

∑
k ∈ typeT

(
flowod,k

ij + flowod,k
ji

)
≤

∑
r ∈ cap

V capry
r
ij ∀ (i, j) ∈ Arc

(18)
vi) Delay constraint. The delay is composed of two components: one is related
with the number of nodes of the path and the other with the distance.

Dk
s

⎛⎝ ∑
(i,j) ∈ Arc

Eflowod,k
ij − 1

⎞⎠ +DT

∑
(i,j) ∈Arc

dijEflow
od,k
ij ≤ Delayk

∀ (o, d) ∈ OD, k ∈ typeT (19)

vii) Unidirectional flow constraint. This constraint forces the flow of an od pair
to go through a given arc in only one direction.

Eflowod,k
ij + Eflowod,k

ji ≤ 1 ∀ (o, d) ∈ OD, (i, j) ∈ Arc, k ∈ typeT (20)

The distance was calculated using the Euclidian formula, since node coordinates
are known. Traffic was defined by using equation 6.
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4 Simulated Annealing Methods

Simulated annealing, a technique introduced by Kirkpatrik [10], is a Monte Carlo
approach for minimizing multivariate functions. The term simulated annealing
derives from the roughly analogous physical process of heating and then slowly
cooling a substance to obtain a strong crystalline structure. In simulation, a min-
imum of the cost function corresponds to this ground state of the substance. The
simulated annealing process lowers the temperature by slow stages until the sys-
tem “freezes” and no further changes occur. At each temperature the simulation
must proceed long enough for the system to reach a steady state or equilib-
rium. This is known as thermalisation. The time required for thermalisation is
the decorrelation time; correlated microstates are eliminated. The sequence of
temperatures and the number of iterations applied to thermalise the system at
each temperature comprise an annealing schedule. To apply simulated annealing,
the system is initialised with a particular configuration. A new configuration is
constructed by imposing a random displacement. If the energy of this new state
is lower than that of the previous one, the change is accepted unconditionally
and the system is updated. If the energy is greater, the new configuration is ac-
cepted probabilistically. This is the Metropolis step, the fundamental procedure
of simulated annealing [17]. This procedure allows the system to move consis-
tently towards lower energy states, yet still ”jump” out of local minima due to
the probabilistic acceptance of some upward moves, using the Boltzmann prob-
ability distribution. If the temperature is decreased logarithmically, simulated
annealing guarantees an optimal solution.

5 Computer Experiments

The proposed model was tested by first trying it with small networks, comparing
the results of a commercial package AMPL-CPLEX and a SAA heuristic on
MATLAB. Then the heuristic was used on a large 48 node network. The first
step validated the heuristic showing its efficiency and speed. All the tests were
done in a Digital DEC Alpha 433 cluster.

To test the model with small networks, the TSP library [15] was used. From
that library 8 problems were chosen that appear to have random node locations
(Att48, Bier127, Ch130, Eil51, KroB100, Rd100 and St70). From these problems
the coordinates and Euclidean distances were calculated. In all the problems, a
subset of the first 8 node locations was used to define each small network.

The solving time for the proposed model using AMPL-CPLEX was quite
large. Up to 8 nodes, the run time was reasonable (hundreds of thousands of
seconds). However, for 9 nodes, the run time grew to over 1 million seconds.

In the implementation of the SAA, some adaptations were performed to
specialize it to the proposed model. Two variables that are important are the
number of heating cycles and the MetropolisR function adaptation constant [14].
In the first case, the method consists in re-heating the system, with the best
solution found in the previous processing cycle as the initial network. Using an
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8-node subset of the ATT48 problem, the optimum solution of AMPL-CPLEX
was compared with the results of running 100 times the SAA with two cycles
per run. It was observed that increasing the number of cycles improves the
percentage of cases reaching the optimum. This result is very important in large
networks. One of the characteristics of the SAA is its ability of jumping out
from local optima by using the probability function defined by Metropolis [14].
This constant was defined in such a way that, in some cases, a new higher cost
state can be accepted. We tried values of 0.3 and 0.4 observing that the latter
improves the results.

5.1 Running Tests

The first observed result of the tests is that SAA solution times are clearly
shorter than AMPL-CPLEX, though not always reaching the optimum. In 5
of the 8 networks more than 77% of the SAA runs reached the optimum.The
AMPL-CPLEX results were found by using an uppercut restriction between 0.5
and 10% of the optimum. Cases with poor results (Bier127, Krob100 and Rd100)
have all a common characteristic, which is that the optimum solution is clearly a
star, far from the initial MST solution used as a starting solution. That explains
the SAA not providing very good results.

Other cases such as Ch130 and Ch150, show very high percentages of reaching
the optimum, since the final solution topology is very similar to the initial MST
solution. The main conclusion of all the tests is that the SAA delivers good
results when the networks have more uniform traffic distributions and without
very hard delay restrictions.Table 1 shows for the Att48 test, and links connected
to node n1, the link capacity assignment and flows for each traffic type. All tests
used the same traffic matrices for each data type.

Table 1. Tests results for node n1 connections on 8-node subset of problem
ATT48.

Link Number of net-
work cards

Total capacity
[Mbps]

Traffic flow [Mbps]

622 155 45 Data Sound Video

n1 - n3 2 1 0 1399 6.71 526.15 804.93

n1 - n7 2 3 0 1709 5.59 394.61 1207.39

n1 - n8 0 3 0 465 1.68 230.19 201.23

5.2 Full-Scale Problem

To evaluate the model for a larger size network the full ATT48 problem was
solved. Here the optimal solution is not known, and the number of runs is limited
as each cycle takes around 35 hours.
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Fig. 1. Initial network and best feasible solution for the ATT48 problem.

Figure 1 shows the best-found solution and the initial MST. While this so-
lution may not be the optimum solution, the SAA heuristic ensures the solution
found would be a network that will comply with all the QoS requirements and
with building costs within reasonable limits. A larger number of cycles may im-
prove this solution but the processing time necessary to find feasible networks
will grow considerably. This means that in the time assigned to a cycle less and
less low cost solutions are found. Table 2 shows the capacity assignment and
traffic flow obtained in the best solution for node n1.

Table 2. Capacity assignment and resulting flow for node n1 of the ATT48
problem.

Link Number of net-
work cards

Total capacity
[Mbps]

Traffic flow [Mbps]

622 155 45 Data Sound Video

n1 - n8 5 0 0 3110 9.5 1545.55 1408.62

n1 - n40 23 3 0 14771 19 3025.34 11671.46

6 Conclusions

The model presented considers all the basic elements used in a broadband net-
work design: topology, routing and capacity assignment. It only requires knowl-
edge about node locations and traffic distributions for each information type.
The solution algorithm, which uses Simulated Annealing techniques, provides
good solutions in reasonable computer times, even for a 48-node example carry-
ing three information types. Three topics were discussed: a) the network model,
which minimizes the cost of interconnecting a number of nodes whose locations
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are known, b) the traffic model, where we used the concept of Equivalent Band-
width and c) the resolution algorithms, where we used SAA and a commercial
solver. The main contributions of this paper are: a) a network model that in-
cludes most of the aspects of the network design problem starting from the node
locations and traffic data, b) we propose an adaptation of the Fractional Brown-
ian Motion traffic model to the conditions of the network design problem, and c)
we apply the simulated annealing algorithm to solve the model. Computational
experiments show that SAA gets to the optimum solution over 10 times faster
than a commercial AMPL-CPLEX solver. The experiments also show that for
networks with more than 50 nodes, AMPL-CPLEX is unable to deliver results
due to the enormous processing time, while the SAA still delivers good feasible
solutions. In future developments of the model we will try to incorporate fault
tolerance capability to the design1.
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Abstract. Ternary Content-Addressable Memories (TCAMs) provide
a fast mechanism for IP lookups and a simple management for route
updates. The high power consumption problem can be resolved by pro-
viding a TCAM partitioning technique that selectively addresses smaller
portions of a TCAM. This paper proposes a 2-level TCAM architecture
using prefix comparison rule to partition the routing table into a number
of buckets of possibly equal sizes. The 2-level architecture results in a
2-step lookup process. The first step determines which bucket is used
to search the input IP. The second step only searches the IP in the de-
termined bucket from the first step. The prefix partitioning algorithm
provides an incremental update. Experiments show that the proposed
algorithm has lower power consumption than the existing TCAM parti-
tioning algorithms.

1 Introduction

Backbone routers have to forward millions of packets per second at each port.
The IP lookups of the routers becomes the most critical operation to reach the
capability of forwarding millions of packets per second. In [1], a large variety of
routing lookup algorithms were classified and their worst-case complexities of
lookup latency, update time, and storage usage were compared. However, these
schemes using DRAMs or SRAMs can hardly meet the wire speed requirements
needed for current terabit router design since they usually need many memory
access cycles to look for a matched routing entry.

TCAMs are fully associative memories that allow a ”don’t-care” state for
each memory cell, in addition to the states of 0 and 1. Each entry of a TCAM
consisting of multiple cells is long enough to store a prefix for IP lookups or a
rule for packet classification. TCAM is designed in such a way that all the entries
are looked up in parallel against the incoming IP address. Thus, a matched entry
if it exists can be found in a single TCAM access cycle. If multiple entries match
the IP address, the entry with lowest address (i.e., longest prefix) in TCAM is
typically returned as the result. Moreover, the update process in TCAMs is in
general very simple [5].
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There are two major disadvantages for TCAMs, the high cost-to-density ratio
and power consumption. TCAM designs from IDT and Netlogic have effectively
solved the issue of high cost-to-density ratio. The cost of their TCAM designs is
very competitive with other hardware alternatives.

The high power consumption comes from the fact that the hardware circuits
of all the entries in a TCAM are activated in parallel to perform the matching
operations. Therefore, TCAM vendors today provide entry selection mechanisms
to reduce power consumption by selecting fixed regions of TCAM called buckets
for matching process.

In this paper, we propose a prefix partitioning scheme that performs better
than subtree-split and postorder-split in most of the cases. The proposed scheme
is based on the prefix comparison mechanism by which we can compare two
prefixes of different lengths. Using the prefix comparison mechanism, we can
sort the original prefixes and divide them evenly into K groups by selecting
K − 1 pivot prefixes with some small number of duplicated pivot prefixes. We
will show by performance evaluation on real routing tables that the proposed
partitioning scheme performs better than subtree-split and postorder-split in
power consumption reduction.

The rest of the paper begins with the definition of IP lookup problem and
related works in section 2. Section 3 illustrates the basic ideas of the proposed
partitioning algorithms and the detailed design. The results of performance com-
parisons using real routing tables available on the Internet are presented in sec-
tion 4. Finally, a concluding remark is given in the last section.

2 Problem Definition and Related Works

A TCAM consists of a large number of multi-cell entries. Each cell of an entry in
a TCAM is a ternary bit which is implemented by a value bit and a netmask bit.
A cell is compared with the corresponding bit in the target IP. A cell match is
found if the netmask bit is 0 or the value bit is the same as the corresponding bit
in the target IP. A TCAM entry matches the target IP if all the cells match the
target IP. The TCAM is designed in such a way that when an IP is input, all the
TCAM entries are activated to compare against the input IP. Only the match
in the TCAM entry with the lowest address is returned as the final result. To
ensure the TCAM entry with the lowest address is the longest prefix match, the
prefixes in the TCAM must be stored in order of decreasing prefix length. The
prefix length ordering slows down the TCAM update process. Shah and Gupta
[5] have proposed efficient update schemes for TCAM updates.

In [4], Zane, et. al, took advantage of the entry selection mechanisms and
developed two sets of prefix partitioning schemes to reduce the number of prefixes
searched in an IP lookup. Their first partitioning scheme called bit selection
architecture combines simple glue logic with TCAM. The glue logic uses a simple
hashing function to select a set of input bits called hashing bits as an index to
the appropriate TCAM bucket. The bit selection schemes are not suitable for
real implementations because of the following drawbacks. The first drawback
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is that it only deals with prefixes of length 16-24. No better scheme to work
with the prefixes of length < 16 and > 24. The second drawback is that no
prefect hashing function can be obtained in advance and thus the worst-case
power consumption is still too high. In order to eliminates the drawbacks of bit
selection schemes, the authors proposed another set of schemes, the trie-based
partitioning schemes.

Their trie-based partitioning schemes use a two-level TCAM organization.
The first-level TCAM is responsible for matching the target IP and obtaining an
index of the second-level TCAM bucket. The main idea is to find a subtrie or a set
of subtries and put the prefixes in the subtrie(s) in a single TCAM bucket such
that all the buckets are balanced. Two different split algorithms were proposed.
They are subtree-split and postorder-split algorithms. Given a parameter b, the
subtree-split algorithm can partition the routing table into K buckets, where K
∈ [ �N/b�, �2N/b� ] and each bucket contains �b/2� to b prefixes. In addition, an
index TCAM of size K and an index SRAM are needed. The drawbacks of the
subtree-split algorithm are as follows. Usually, K is fixed in advance. There is no
simple and efficient method to estimate how big is b for obtaining the expected
K. Also, the numbers of prefixes stored in TCAM buckets are not balanced; the
worst-case difference between the numbers of prefixes in two TCAM buckets is
�b/2� . The worst is that the subtree-split algorithm may fail when K is fixed
and TCAM memory pressure to store all the prefixes is high. Another drawback
is that the subtree-split algorithm does not provide an incremental update when
a new prefix is going to be inserted into a full TCAM bucket. For this situation,
only re-partitioning is the solution. The postorder-split algorithm remedies most
of the drawbacks of the subtree-split algorithm. It partitions the routing table
into K buckets each containing exactly �N/K� prefixes, except possibly the last
bucket. However, the postorder-split algorithm comes at the cost of large index
TCAM, especially when K is large. The postorder-split algorithm can move the
prefixes in an overflowed TCAM bucket to a neighboring bucket. However, it
is not clear that both neighboring buckets of an overflowed bucket can be used
as the buffering space to hold overflowed prefixes. Also, when both neighboring
buckets of an overflowed bucket are full, no incremental update can be achieved.

Based on their performance evaluations in terms of power consumption re-
duction, subtree-split performs better than postorder-split when the number of
buckets grows beyond 64. On the contrary, postorder-split performs better than
subtree-split when the number of buckets is less than 64.

In this paper, we use the prefix comparison technique proposed in [6] to sort
the prefixes. With the sorted prefixes, we can easily partition the prefixes into K
groups by selecting K - 1 pivot prefixes. Thus, all the prefixes can be compared
in parallel with the target IP address to determine which group that this target
IP belongs to.

Before going on, we make the following assumptions used in the paper. Similar
to the assumption used in [4], we assume that an original TCAM can be divided
into K buckets. An additional control line is used to select which TCAM bucket
is only activated for searching the input IP. Also, we assume that the same prefix
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can be distributed over many buckets. When a prefix is to be deleted, we assume
that we can select a TCAM bucket or all the TCAM buckets from which the
prefix is deleted.

3 Proposed Partitioning Algorithms

It is known that if a list of data items can be sorted then they can be easily par-
titioned into groups such that all the data items in one group are smaller/larger
than all items in another group. Next, a list of pivot items that are the largest
or smallest items in all the groups can be selected as the first level data items.
As a result, the search process for a data is operated in two steps. The first step
searches the first level pivot list and determines which group the searched data
belongs to. The second step then searches the determined group for the data.
Before we can apply the same technique to reduce power consumption in TCAM,
we need a comparison mechanism to sort the prefixes in routing tables and parti-
tion them into groups. Comparing prefixes is not easy because the lengths of the
prefixes may be different. In [6], we have proposed a systematic method to com-
pare prefixes of various lengths. Based on the proposed comparison mechanism
for the prefixes of different lengths, the proposed prefix partitioning algorithm
can be developed.

In order to devise a new partitioning technique based on the prefix compar-
ison, we also need to consider the enclosure property among the prefixes since
shorter prefixes may cover more than one group. The enclosure prefixes must
be put into the groups that contain longer prefixes covered by them. Therefore,
we need to duplicate the enclosure prefixes and put them in both groups. In
summary, the problem of partitioning the prefixes into K groups becomes (1)
how to select the pivot prefixes to cut the tree evenly into groups, (2) which
enclosure prefixes are duplicated, and (3) which groups to put the duplicated
prefixes. Before describing the detailed design of the proposed algorithm, we give
the definition of prefix comparisons as follows.
Definition 1 of prefix comparison: The inequality 0 < * < 1 is used to compare
two prefixes in the ternary representation of prefixes.
Instead of sorting the prefixes in a routing table by a fast sorting algorithm such
as quick sort, we use the binary trie to complete the sort operation. The binary
trie will also be used for determining the enclosure prefixes. Given a routing
table, the binary trie is first constructed. Then we perform an inorder traversal
in the binary trie and obtain the sorted prefixes. Assume there are N prefixes in
the routing table and we want to partition them into K groups. We simply divide
the sorted prefixes evenly into K groups. Each group contains �N/K� prefixes.
We select the largest prefix in each group as the pivot, except the last group.
There are K − 1 pivot prefixes, pivot[i] for i=0 . . . K − 2.

Now we describe how to determine which enclosure prefixes should be dupli-
cated and inserted into which group. For a group i, we consider the largest and
smallest prefixes Li and Si. We first traverse the binary trie bottom-up from Li

to the root. If a valid enclosure prefix, Penc, that encloses Li is found and Penc
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> pivot[i] or Penc ≤ pivot[i−1], then Penc is duplicated and put into group i.
Secondly, similar traversal from Si to the root can be done. The two traversals
for Li of group i and Si+1 of group i+1 can be combined into one by performing
the traversal for the longest common ancestor of Li and Si+1. This is because
no valid prefix exists between Li and Si+1 and the longest common ancestor
of Li and Si+1 must locate between Li and Si+1. We call the above procedure
for duplicating enclosure prefixes as the group cut procedure. Theoretically, each
group cut generates at most W extra prefixes. We present the detailed algorithm
for the proposed prefix partition as follows.
Prefix-partition(K, RoutingTable)
{

Construct the binary trie (BinaryTrie) from the routing table (RoutingTable)
Inorder traverse BinaryTrie and store all valid prefixes

in array Plist in sorted order.
Select K − 1 prefixes, pivot[i] for i = 0 .. K − 2 such that

pivot[i] = Plist[i ∗ b − 1], where b= �N/K�.
For (i = 0; i < K − 1; i++) {

Put prefixes, Plist[i*b] to Plist[i*b + b − 1] in group i.
For each of the ancestor prefixes (P) of the longest common

ancestor of Plist[i*b + b − 1] and Plist[i*b + b] do
If P is not in group i then put P in group i.
If P is not in group i + 1 then put P in group i + 1.

}
Put prefixes Plist[K*b − b] to Plist[size(Plist) − 1] in group K − 1.

}

By using �N/K� to be the number of prefixes in each group, we may un-
derestimate the impact of duplications of enclosure prefixes. Therefore, in real
implementation, we can use a kind of greedy algorithm by increasing the size
of �N/K� to balance the number of prefixes in each TCAM bucket. However,
based on our experiments, the greedy algorithm produces no bigger difference.
Also in order to make insertion process simple, the pivot prefixes are selected in
such a way that they are disjoint with each other. The selected pivot prefixes are
restricted not to be that of length 32. This restriction can be fulfilled by selecting
a pivot prefix between groups i and i + 1 that is larger than the largest prefix
in group i and smaller than the smallest prefix in group i + 1. This restriction
for selecting a pivot prefix is for using 32 bits to represent a prefix and will be
explained later. Based on the above analysis, we have the following result.

Theorem 1: The size of each group created by the prefix partitioning algo-
rithm is at most �N/K� + W, where the size of the routing table is N and
maximum length of prefixes in the routing table is W.

The architecture of the proposed prefix partitioning algorithm is illustrated
in Figure 1. Each partitioned group of prefixes is in fact treated as a TCAM
bucket. The total power consumption for each lookup is equal to the power
consumed by the selected TCAM bucket and the first level circuitry. As shown
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Fig. 1. TCAM architecture for the proposed prefix partitioning algorithm.

in Figure 1, the binary search logic first lookups the pivot array and obtains the
TCAM bucket number from the associated index array. Then the TCAM bucket
number is input in data TCAM and only that TCAM bucket is looked up.

Route Update. The route update consists of two steps. The first step is
to determine if the inserted prefix needs to be duplicated and which groups
to insert. The second step is to avoid recomputed the prefix partition process
because re-partitioning involves excessive TCAM write operations.

Recall that the prefixes in the pivot array are disjoint and are in an increasing
order. When inserting a prefix P, we perform the following steps. First we use the
binary search to locate the position at which P is supposed to reside. Assume that
pivot[i−1]< P < pivot[i]. We consider two conditions. The first condition is when
P is disjoint with both pivot[i−1] and pivot[i] or P is enclosed by either pivot[i−1]
or pivot[i], but not both. The second condition is when prefix P encloses one or
more pivot prefixes. If the first condition is met, prefix P is inserted into group i
since no other group will be affected. If the second condition is met, we need to
search for a set of successive pivot prefixes that are enclosed by prefix P. Then
we duplicate prefix P and put a copy of P in each TCAM bucket that is enclosed
by P. The deletion of an old prefix requires only a delete command issued to all
the TCAM buckets to remove the prefix if it exists.

The TCAM partitioning algorithms proposed in [4] assumed that TCAM
buckets need to be re-partitioned each time any bucket overflows. Therefore, the
frequency of re-partitioning depends on two factors. One is the route addition or
deletion rate. The other factor is the prefix occupation pressure in each TCAM
bucket. As shown in [4], if we have a low prefix occupation pressure in any
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TCAM bucket, the number of times that a re-partitioning process is needed will
be very small and thus the updating impact will be negligible. In this section,
we shall propose an update scheme that avoids re-partitioning even when the
TCAM bucket to be inserted is full.

Assume a prefix P is supposed to be inserted in TCAM bucket i. We first
consider the case when TCAM bucket i is full and TCAM bucket i + 1 is not full.
Let Li and Mi be the largest and the second largest prefix in TCAM bucket i. We
select another pivot Qi such that Mi ≤ Qi < Li. Next, we move Li to group i + 1
and let pivot[i] = Qi. Similar operations can be performed when TCAM bucket
i − 1 is not full. Notice that the smallest bucket (bucket 0) or largest bucket
(bucket K) has only one neighboring bucket instead of two. Assume that Li and
Si are the largest and smallest prefixes in bucket i, respectively. By using S0

and LK as additional pivot prefixes, buckets 0 and K can have two neighboring
buckets and thus less chance to perform the routing table re-partitioning.

As stated in [4], there are occasional floods of up to a few thousand route
additions in one second in the real update router traces. Also, these route ad-
ditions are very close to each other in a subtrie of the binary trie built from
the routing table. These routes are often subsequently withdrawn. These floods
often cause a single bucket or even three consecutive buckets to repeatedly over-
flow. Therefore, we may need a better scheme to avoid repartitioning the routing
table even when buckets i − 1, i, and i + 1 are full. The proposed prefix update
algorithm is as follows. Assume the new routing prefixes need to be inserted in
bucket i. Firstly, we select a new pivot prefix Qi in bucket i such that is Mi ≤ Qi

< Li, where Li is the largest and Mi is the second largest in bucket i. Secondly
we select a non-full bucket j. The prefix Li is moved to bucket j. Bucket j can
be selected to be the one containing the smallest number of prefixes at the time
of insertion. Let Pi = pivot[i]. Thirdly, we assign pivot[i] = Qi and add Pi as
an extra pivot between pivot[i] and pivot[i + 1]. Notice that the pivot[j] for j
= i + 1 to K − 2 must be shifted to allocate an empty entry to put Pi. The
corresponding entry in index SRAM must also be allocated by shift operations
and set this index TCAM entry to point to bucket j.

32-bit prefix representation. The two most important operations needed
in the IP lookup are matching a prefix with a 32-bit IP address and comparing
two prefixes of various lengths. The matching operations have already been taken
care by the hardware logics in TCAM. The prefix comparison involves ternary
operations where 0, 1, and the don’t care bit (denoted as *) are checked. In [6],
we proposed a method to represent the prefixes in a binary format using 33 bits
in the context of IPv4. The method can be straightforwardly expanded to IPv6.
We formally define the binary representation of a prefix as follows.
Definition 2 of (n+1)-bit representation for the prefixes in an n-bit address space:
For a prefix of length i, bn−1bn−2bn−i*, where bj=0 or 1 for n − i > j≥0,
its binary representation is bn−1bn−2 . . . bn−i1an−i−1 . . . a0, where aj=0 for
j = 0 . . . n− i− 1.
Since current processors usually have 32-bit wide instructions. The 33-bit prefix
representation thus needs two 32-bit storages. A naive implementation of the
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comparison operations for the 33-bit representation can lead to inefficiency under
32-bit instructions. Two 32-bit binary comparison operations may be needed in
the worst case since only 32-bit arithmetic and logic operations are available in
current 32-bit processors. It also means that two 32-bit memory reads are needed
if the size of registers is 32 bits.

If there is no prefix of length 32, we can use only 32 bits by ignoring the
least significant bit that must always be zero. This is the case for computing
the pivot prefixes in the proposed prefix partition algorithm. Note that a pivot
is the common ancestor of two prefixes and thus has a length of at most 31.
Therefore, when we use 32 bits to represent a pivot prefix of length less than
32, the 33th bit of a pivot prefix must be zero. However, if we use 32 bits to
represent a prefix of length 32 (in fact, an IP address) the 33th bit of the prefix
is assumed to be one. Therefore, when we compare an IP with a pivot prefix
using 32-bit representation, equality means the IP is larger than the pivot pre-
fix. Therefore, the 32-bit representation for a 32-bit ternary prefix is sufficient.

Table 1: general information of the routing tables used in the paper.
Funet-40k Oix-80k Oix-120k Oix-150k

# of prefixes 41,709 89,088 120,635 159,930
Length distr. 8-30-32 6-32 8-32 8-32
Date 1997-10-30 2003-12-28 2002-12-01 2004-2-1

4 Performance Evaluations

In this section, we present the performance results for the subtree-split and
postorder-split algorithms [4] and the proposed T-bit expanded and prefix par-
titions. Table 1 shows the general information of the routing tables used in the
paper. Three routing tables are the snapshots of the routing table traces ob-
tained from University of Oregon Route Views Archive Project [oix]. The fourth
table, i.e., the smallest among the four routing tables, is obtained from the web
site provided by the authors of the LC trie [3]. For example, Funet-40k routing
table contains only prefixes of length 8 to 30 and 31. With these routing tables
of various sizes, we can obtain complete understanding on the performance when
applying different TCAM architectures. We take K, the total number of TCAM
buckets, as the input to the algorithms. The output will be the reduction in
power consumptions which is defined as the ratio of the total number of routing
table prefixes to the maximum number of prefixes searched in all TCAM buckets
for an IP lookup.

For subtree-split and postorder-split algorithms and the proposed prefix par-
tition, the maximum number of prefixes searched is the sum of the total number
of routing entries in the index TCAM or in the pivot engine and the number of
prefixes in the largest bucket in the data TCAM. As for the index SRAM and
associated SRAM with routing information, its power consumption is small and
can be ignored in the power consumption calculation.

The reductions in power consumption for four routing tables are shown in
Figure 2. The proposed prefix partition performs consistently better than sub-
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Fig. 2. Power consumption reduction for subtree-split, postorder-split, and
prefix-partition algorithms.
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tree split for all the routing tables with various sizes. When the number of
buckets K is less than 256, the proposed prefix partition has 33% to 91% more
power consumption reduction than subtree split. When K increases up to 1024,
the difference between the prefix partition and subtree split is minimal because
the size of index TCAM begins to dominate.

By carefully inspecting the results of the postorder split and the proposed
prefix partition, they both have the same characteristics that the reduction drops
when the number of buckets K becomes larger. This is because the size of index
TCAM dominates for postorder split and duplicated prefixes of shorter lengths
increases in each TCAM bucket for the proposed prefix partition. Their perfor-
mance stays very closely when K is less than 32. However, the power consumption
reduction of postorder split drops much more than that of the prefix partition
when K increases.

5 Conclusion

In this paper, we introduced a new partitioning architecture and algorithm to
reduce the TCAM power consumption. The prefix partition is shown to per-
form better than the existing subtree-split and postorder-split schemes. Prefix
partition scheme has the similar characteristics to the subtree-split in power
consumption reduction. However, prefix partitioning algorithm performs consis-
tently better than subtree-split. One major advantage of the prefix partitioning
algorithm is that it is capable of performing incremental updates.
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Abstract. In this paper, we study the hardness of the IP-subnet aware
routing problem in WDM network. IP-subnet aware routing attempts
to reduce routing overhead by grouping a set of addresses under a sin-
gle subnet. However, routing in WDM network with subnets imposes
neighboring IP interfaces along the path to be on the same subnet. This
subnet constraint forces the routing path to be longer unless routing per-
mits reconfiguration of subnets. The hardness of this routing problem is
first studied in [1]. We investigate further the problem of finding paths
accounting for subnets and its hardness. Regardless of subnets, we argue
that a shortest IP hop path can be constructed in a polynomial time.
We provide efficient routing algorithms to justify our argument.

1 Introduction

Routing in IP over WDM network incorporates traffic and topology information
at both IP and optical layers. In turn, the routing protocol enables to lever-
age IP connectivity and massive WDM bandwidth capacity. In IP over WDM
network, IP routers are directly connected to an optical core consisting of cross-
connect switches (OXCs), where OXCs are interconnected via high-speed Wave
Division Multiplexing (WDM) line system network. These IP routers create a
virtual topology at the IP layer. When a routing request arrives, this request
is routed along the virtual topology, and thus multiple lightpaths in the optical
core. Routing overhead of IP networks can be reduced by grouping a set of ad-
dresses under a single subnet [7,8]. On the other hand, in the IP subnet model,
two routers can send packets each other when their connected interfaces are on
the same subnet. This restriction is known as subnet constraint. The subnet con-
straint impacts IP over WDM routing which aims to permit the flexibility on
the IP demands by reconfiguring the optical core dynamically.

Consider a network with four IP routers Ri, 1 ≤ i ≤ 4, where routers are
connected to an optical core consisting of four optical cross-connect switches
(OXCs) Oi, 1 ≤ i ≤ 4, respectively. This network is shown in Figure 1. Each
interface in the network in Figure 1 is assigned a physical IP address. Since each
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interface with an address is on a specific subnet, we identify an interface by color
associated with its subnet, where each interface is marked by the first letter of
its color. Assume that a routing request from R1 to R3 arrives when both IP
links between R1 and R4, and between R1 and R2 are at full capacity. Interfaces
on R1 and R3 are on the same subnet (Red). Thus, if two interfaces on R1 and
R3 are free, then an optical lightpath O1 → O2 → O3 would connect these two
interfaces. In this case, the length of the IP-hop path is one. If two interfaces
connected to routes are on the different subnets, then it is possible to create
longer network routes. For example, if R3 is not on the subnet (Red), say on
the subnet (Blue), then the shortest possible IP-hop path is R1

R→ R2
Y→ R3, or

R1
R→ R2

B→ R3. This routing path would be shorter if the protocol permits to
reconfigure the subnet on R3 from B to R. We will discuss the issue related to
the subnet reconfiguration in section 4.

3

IP router (R  )2

IP router (R ) IP router (R  )

Y

G Y

R

G

P

R

C
R

P B C

1

OXC (O )

OXC (O ) OXC (O )

OXC (O )

1 3

2

4

B

IP router (R  )4

Fig. 1. IP over WDM optical routing with subnets: example network

Routing problems and their numerous variations in the IP context have been
extensively studied [6,10]. When the subnet constraint is not considered, a poly-
nomial time algorithm that finds a shortest IP-hop path satisfying the bandwidth
requirement was proposed in [4]. Their routing algorithm was developed to han-
dle as many potential future demands as possible. It measures which paths would
more interfere with future demands and is designed to avoid those paths. The
impact of subnets on IP over WDM routing was first addressed in [1]. They in-
vestigated the inherent hardness of the problem of finding the optimal shortest
path with IP subnet constraint. In this paper, we argue that the shortest IP hop
path accounting for subnets can be constructed in polynomial time. We present
shortest path algorithms and analyze their efficiency to route a single demand.

The rest of the paper is organized as follows. In section 2, we outline the
network model considered in our problem and give a problem formulation. Also,
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the reduction presented in [1] is briefly addressed along a counterexample. In
section 3, we present an algorithm that finds a shortest path accounting for
IP subnet. In section 4, we discuss a generalization that permits some subnet
reconfiguration. In section 5, we conclude the paper.

2 Problem Formulation and Motivation

2.1 Network Model

One of our goals is to further investigate the hardness of the routing problem
with IP subnet constraint as described in [1]. Thus, we use an identical network
model to theirs. We briefly outline the network model under consideration. A
WDM mesh network consists of IP routers directly connected to a switched
optical core. The assumption on network model is as follows:

– OXCs are capable of wavelength conversion [9].
– All routing requests with a bandwidth requirement are MPLS LSP requests.
– The routing engine has up-to-date knowledge about the available bandwidth.
– MPLS is available for switching on the IP layer.
– RSVP or CR-LDP is available for resource reservation [2].

2.2 Problem Statement

Given a WDM mesh network, a source router s, and a destination router t, a path
P between s and t traverses through routers and OXCs. A basic mechanism to
find a bandwidth guaranteed path in IP over WDM networks is similar to other
bandwidth guaranteed paths. Suppose a router is connected to another router
by a lightpath. This connection can be represented as a logical link (or a virtual
link) between them. That is, IP over optical network creates a virtual topology
consisting of routers and logical links among them. Now, when a routing request
with a specific bandwidth requirement is arrived, we eliminate all links that do
not satisfy bandwidth requirement, and then apply an algorithm that finds a
shortest path on the virtual topology.

In order to find a path on a virtual topology under the subnet constraint,
every pair of interfaces connected to neighboring routers along the path must
be on the same subnet. Also, they are needed to be free and optically reach-
able. Since we eliminate all links that violate bandwidth requirement before we
attempt to find a path accounting for subnets, we will focus on constructing a
shortest IP-hop path that satisfies the subnet constraint on a given WDM mesh
network. In this paper, we do not consider the case that a routing request with
a bandwidth requirement can be bifurcated on paths with lower bandwidths.
For the sake of simplicity, we will regard all paths addressed in the following
discussion as bandwidth guaranteed paths without confusion.
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Definition For two routers Ri and Rj in a given WDM mesh network, they are
said to be subnet connected if interfaces connected to them are free and in the
same subnet, and are connected by an optical lightpath.

If every two neighboring routers in a path P are subnet connected, we say
P is subnet feasible. From the definition of subnet connectability, the subnet
shortest path (SSP) can be defined as follows.

Subnet Shortest Path Problem (SSP) : Given a WDM mesh network, a source
s and destination router t, find a subnet feasible shortest IP-hop path P .

2.3 Motivation

The SSP problem was claimed to be NP-hard in [1], which is reduced from
the well known NP-complete problem, Constrained Shortest Path (CSP) prob-
lem [5].

Constrained Shortest Path Problem (CSP) : Given a graph whose edges are
associated with nonnegative lengths and weights, and a source node s and t,
CSP problem finds the shortest path between s and t such that the total weight
is less than a specified value W .

In Figure 2, we use the same example graphs used in [1] We will not explore
the mapping construction from the CSP problem to the SSP problem, and the
interested reader would refer [1]. In the process of transformation from SSP
to CSP , we observed that the requirement of determining the shortest path in
the CSP problem was not reflexed into the final graph transformation for SSP
problem, which leads to a pitfall of the reduction.

In Figure 2, we use the same example graphs used in [1] in order to extract
a counterexample. It has been known that if all lengths or weights are equal,
then CSP can be solved in polynomial time. We point out that the reduction
shown in [1] does not require the equal lengths or weights on the CSP graph. Fig-
ure 2(a) shows an example graph for CSP problem where the values associated
with each edge represent the length and the weight, respectively. Figure 2(b)
shows a transformed WDM mesh network with subnets for SSP problem used
in [1] where circles represent routers regardless of color. Note that V01 and V02

represent OXCs.
Consider the graph in Figure 2 (a), where the source node is V1, the desti-

nation node is V4, and the weight limit W is 3. The optimal solution of CSP is
the path V1 → V3 → V4 of length 2 and weight 3. The path V1 → V2 → V3 → V4

requires longer path, and the path V1 → V2 → V4 does not satisfy the weight
constraint. Again, consider the graph in Figure 2 (b) to find a shortest path
from V1 to V4 such that the ingress color and the egress color on V01 and V02

are the same. We write the path between two notes Vi and Vj going through V01

and V02 with the color C as Vi
C→ Vj . Then there are two paths from V1 to V4

that satisfy the subnet constraint. One is V1
S→ V2

G→ V3
R→ V4 and the other

is V1
C→ �

M→ V3
R→ V4. Both represent subnet feasible shortest paths of IP-hop
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Fig. 2. Example graphs to demonstrate the mapping construction

length 3. Suppose we find the former path as a solution of the SSP problem.
Then the sequence of nodes along the path does not solve the CSP problem,
which is a path V1 → V2 → V3 → V4 of length 3 and weight 3. This observation
motivates us to investigate NP-completeness of the original SSP problem and
its generalization.

3 The Subnet Shortest Path Routing Algorithm

First, we describe how to generate a graph on which our algorithm applies. Next,
we will formulate a shortest path problem, which is equivalent to SSP problem,
on the generated graph.

Phase 1: Graph Transformation

Let N be a WDM mesh network of IP routers and OXCs. Then a WDM
mesh network N can be modeled as a graph, where nodes correspond to routers.
There is a link between nodes if and only if two corresponding routers are subnet
connected. Let G be such a graph model for the network N . In addition, we
label each link of G as a specific subnet (here, a color) assigned to the interfaces
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on corresponding routers. Since we assume that two interfaces on two subnet
connected are free, a link connecting two nodes in G represent a one IP-hop
path. Figure 3 shows the transformed graph.
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R

G

Y

B

C

P

R
1

4

3

2

Fig. 3. Graph transformed from the network in Figure 1

Phase 2: Graph Augmentation

In the phase 2, we augment edges to the graph to include the following
topology information. Consider a route from R1 to R3 in Figure 1. Since two
interfaces on R1 and R3 are on the same subnet, a one IP-hop path through the
optical core exits. However, there are some situations that require more IP-hops
on a path. For example, a one IP-hop path through the optical core may not
be possible if the interface on R3 is not free. Also, if interfaces on two routers
are on the different subnets, then it requires the subnet conversion. Since the
subnet can be converted in IP-routers, the IP-hop is increased by one whenever
the subnet conversion occurs. Though interfaces on two routers Ri and Rj are
on the same subnet and two routers are optically reachable, we might need to
convert subnets (change colors) along the path from Ri to Rj .

Let G be a graph obtained in Phase 1. Consider two neighboring links (i, j)
and (j, k) such that i and j are subnet connected and also j and k are subnet
connected. If labels of links are the same, say l, then we connect nodes i and k
by a link whose label is l. We continue this process until we can not find such
subnet connected neighboring links. Let G′ be the final graph obtained from G
in the phase 2. For each label l in G, consider subgraphs such that all nodes
in a subgraph are connected by links labeled as l. In Figure 3, there are six
labels, P, G, R, B, C, and, Y. In this example, each label l associates with a
unique subgraph S(l). Note that this subgraph may not connected. Phase 2 can
be viewed as a process of making each component of a subgraph into a clique.
Figure 4 shows a subgraph S(R) in G and its cliques, where S(R) consists of
three components. Since any two nodes which are connected by an edge or path
in S(R) are eventually connected by an edge in a clique, such two nodes are
connected by a link in G′.
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Fig. 4. Subgraphs S(R) and S(B) in G, and cliques of S(R) in G′

Figure 5 shows the final graph obtained in the phase 2. Notice that nodes
R1, R2, and R3 form a clique of size 3.
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Fig. 5. Final graph after the transformation

Let G′ be a graph obtained in the phase 2 as we described. We reformulate
SSP as the shortest path problem on G′.

Subnet Shortest Path Problem (SSP) : Given a graph G′, a source s and a
destination node t in G′, find a shortest path P from s to t.

The subnet shortest path routing algorithm is given below. Suppose the graph
G obtained in step 1 consists of V nodes and E links. Since the total number of
labels in G is L, L ≤ E, the minimum number of links in G′ is obtained when
all labels in G are different. In this case, the number of links in G′ is L = E,
and G = G′. On the other hand, the maximum number of links in G′ is obtained
when any two nodes in G are connected by L different links, which result in L
cliques of size V . In this case, the number of links in G′ is L ·V (V − 1)/2. Thus,
step 2.2 takes O(L · V 2) time. In addition, cliques constructed in step 2.2 for a
label l are disjoint. In other words, if we find m disjoint subgraphs s1, . . . , sm in
step 2.1, then step 2.2 produces m disjoint cliques of size k1, . . . , km, respectively.
Let E′ be the number of links in G′. Since E′ = O(L ·V 2) = O(E ·V 2), a shortest
path between s to t in G′ can be constructed in time O(V 2 + E′) = O(E · V 2)
by using Dijkstra’s shortest path algorithm [3]. Therefore, the total time of the
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algorithm SSPRA is bounded by O(E · V 2). If the graph G′ is sparse, we can
achieve a running time of O(V logV + E′) as in [3].

Subnet Shortest Path Routing Algorithm (SSPRA)

Input: a WDM mesh network N of IP routers and OXCs, a source router s,
a destination router t.

Output: a subnet feasible shortest path from s to t in N .

1. transform an original network N into a graph G by mapping routers
of N to nodes in G. For any two subnet connected routers in N , connect
two corresponding nodes in G by a link, and label the link accordingly.

2. for each label l in G
2.1 find a set of disjoint components S(l) = {s1, . . . , sm} such that all

nodes in S(l) are connected by links labeled as l.
2.2 for each component si of size ki in S(l), construct a clique of size of ki.
2.3 assign label l to each new added link.
3. let G′ be a graph obtained in step 2.
4. find a shortest path between s to t in G′.
5. return an analogous path from s to t in N .

4 Generalized Subnet Shortest Path Problem

The subnet constraint often forces network routing paths to be longer. In Fig-
ure 1, if the IP interface on the router R3 is not free, here on a subnet (B), and
IP links between R1

P→ R4, and between R1
G→ R2 are at full capacity, then the

possible shortest path would be R1
R→ R2

B→ R4
C→ R3 unless we reconfigure

network interfaces. Suppose we can reconfigure an IP interface on R4 from B
to R, then R1 and R4 may be connected by a one-hop IP path. In this case,
the possible shortest path is R1

R→ R4
C→ R3. It has been known that there is a

trade-off between subnet reconfiguration and the length of the shortest path [1].
How can we balance between the network reconfiguration overhead and finding
a shorter path which waste less network resources such as router interfaces and
OXC ports? This question can be formulated into a problem as follows:

Generalized Subnet Shortest Path Problem (GSP) : Given a WDM mesh
network, a source s and destination router t, and a nonnegative integer K, find
a shortest IP-hop path P such that P allows at most K subnet reconfiguration.

In Figure 1, suppose subnets P, C, G, and Y are part of the virtual topology.
Let Lf be the total number of subnets which is not in virtual links in a WDM
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network N where V is the number of routers and E is the number of virtual
links. For each subnet which is not in virtual links, we then construct a quasi-
clique of size V with a slight modification of Dijkstra’s algorithm. For each label
l, first, we set a cost 0 to each link labeled with l. Otherwise, we set a cost 1. At
this point, each link in G has a cost 0 or 1. Next, we construct a clique of size N ,
G′′(l) such that new added edges have a cost ∞, and then we apply Dijkstra’s
algorithm on G′′(l) where the shortest path length between from s to the other
node associates with the minimum number of required subnet reconfiguration.
If connecting two nodes requires more than K subnet reconfiguration, then we
do not connect such a link, that is, the cost on that link is ∞. This graph forms
a clique such that links with a cost r > K are removed. If we can not find a
shortest path from s to t on a graph G′′(l), then we reconstruct a graph G′′ with
other labels until we find a shortest path from s to t whose length is at most K.
Notice that each link in G′′ is associated with a single cost r ≤ K, which makes
GSP different from CSP .
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Fig. 6. Subgraphs S(R), S(B), and S(G) in G, and a quasi-clique G′′(R)

Figure 6 shows subgraphs associated with the labels R, B, and G, and a
quasi-clique G′′(R) when K = 1. In Figure 6, we can not find a path from
R1 to R2 whose length is at most 1. However, such a path exists on a graph
G′′(B) or G′′(G). Since the total number of links in G′′(l) is O(V 2), a shortest
path from s to t in G′′(l) can be constructed in time O(V 2). Since we may
execute the modified Dijkstra’s algorithm for each label, the total time takes
O(Lf · V 2) = O(E · V 2).

5 Concluding Remarks

The main contribution of the paper is to settle the argument about the hardness
of the routing problem with IP subnet constraint. We provided a counterexample
of the reduction used in [1], which motivated us to further investigation of its
hardness. We developed a polynomial time algorithm that finds a shortest IP-hop
path with subnet constraint. Our argument is further reinforced by performance
results presented in [1]. Their performance results show that in practice, the
shortest path accounting for subnet is obtained in polynomial time. In this paper,
regardless of the length of lightpath, we simply assume that two routers are
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connected by a logical link if two routers are connected by a lightpath. Due to
the limitations on the length of lightpath, the length of a lightpath connecting
two routers in a logical topology should be taken into account in the routing
path decision. In the graph transformation of phase 2, the length of lightpath
increases at least by one whenever a new link is added to the intermediate graph.
If we regard the length of lightpath as a cost, then each link in the final graph
obtained in phase 2 associates with color and this cost. Even though we consider
the limitation of the lightpath length, our algorithm can construct a shortest
path accounting for subnets with a slight modification.
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Abstract. Embedded real-time systems are deployed in a wide range
of application domains such as transportation systems, automated man-
ufacturing, home appliances and telecommunications. Originally devel-
oped for use in automotive applications, CAN (Controller Area Network)
has been adopted by industry as the standard network technology to
transmit data for sensors and actuators, due to its fast response and high
reliability for applications. We design and implement a logical commu-
nication model and a real-time data transmission protocol for embedded
systems with CAN. This logical communication model with prioritized
data transmission is effective for developing application programs in an
embedded system. Owing to the small size of the CAN frame format,
there are many restrictions on the implementation of a network protocol
on CAN. In an attempt to solve this problem, we describe a concrete
implementation of the network protocols in detail to realize the logical
communication model.

1 Introduction

Embedded real-time systems are deployed in a wide range of application domains
including transportation systems, automated manufacturing, process control, de-
fense, and aerospace. In real-time processing, the urgency of messages to be ex-
changed over the network can differ [1]. A rapidly changing dimension has to be
transmitted more frequently and therefore with fewer delays than other dimen-
sions. Originally developed for use in automotive applications, CAN (Controller
Area Network) [2] [3] has been adopted by industry as the standard network
technology to transmit data for sensors and actuators. This is due to its fast
response and high reliability for applications as demanding as control of anti-
lock brakes and airbags. CAN is a serial communications protocol that efficiently
supports distributed real-time control with a high level of security.

Since current embedded real-time systems tend to be complicated, a general
communication model is required that allows the development of real-time ap-
plication itself on a system without having to consider the underlying network

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 551–560, 2005.
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communication mechanism [4]. Therefore, we define a new logical communication
model that includes a priority communication function for real-time embedded
systems, and specify data transmission protocol on CAN to realize the model. In
this communication model, a logical unit is defined as abstraction of an applica-
tion, and each application can communicate with other applications directly, and
communication messages between applications are prioritized within its dimen-
sions. In addition, the logical communication model is capable of implementing
a gateway to connect to different kinds of network protocols. Owing to the small
size of the CAN frame format, there are any restrictions on implementing a
network protocol onto CAN. Consequently, it is also important to find how to
implement a network protocol to realize large functions onto a CAN 8-byte data
frame with a 29-bit identifier. In this work, we design and implement this logical
communication model and the real-time data transmission protocols on a system
to evaluate the model and the protocols.

2 Related Work

2.1 IDB-C

There are several distributed embedded systems based on CAN. One of the
systems is the Intelligent Transport System (ITS) Data Bus [5] is a network for
telematics and other vehicle devices. The IDB network architecture is shown
in Fig. 1, in which there are two types of bus domains; one is the automakerfs
proprietary side, and the other is IDB side. The specifications of IDB-C (J2366)
suffers several shortcomings: long response time, low effective data transfer rate,
high CPU power required, difficulty in realizing a gateway without a logical
communication concept, and the requirement for a large message buffer.

CAN includes the original media access control mechanism CSMA/CD in its
hardware, which results in small latency, high throughput, and low CPU power.
The link layer of IDB-C features a token-passing mechanism implemented on
CSMA/CD that is redundant and removes the advantages of each media access
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control mechanism. This is why IDB-C has a long response time (maximum 100
ms), even with CSMA/CD, and a low effective data transfer rate (1/3 of the orig-
inal CAN throughput). In addition, the network software needs to receive many
interruptions to check needless CAN frames, which results in the requirement
for high CPU power.

In IDB-C’s data-link layer, there is no mechanism to support logical commu-
nication. This means that it is difficult to develop application software because
each application needs to recognize message-type fields to identify which appli-
cation is a receiver of the message. Moreover, without logical communication, it
becomes difficult for the network software to realize a gateway, because the gate-
way needs to keep a sender’s application information until a receiver application
sends back a response. Since many fragmented messages occur in this situation,
the network software requires a large message buffer.

2.2 IP over CAN

IP over CAN was a former Internet-Draft [6] in IETF to transfer IP datagrams
over CAN. The specification specifies how to address devices on CAN, distribu-
tion of Internet addresses among CAN nodes, fragmentation of IP datagrams,
and timing requirements. The draft document was expired in September 2001.

We evaluated the efficiency of data transmission with IP over CAN. The
length of IP packet header is 20 to 60 bytes. In case that the header length is 24
bytes, it takes four CAN frames to transmit 8-byte data. The effective through-
put for IP over CAN is 12.5% of the total throughput for CAN. In addition, the
Internet-Draft specification requires two CAN frames for initialization. Since the
effective throughput is less than 10%, IP over CAN is not practical for embedded
network systems.

3 Logical Communication Model

A logical communication model is capable of directly communicating among ap-
plication modules in each device with a logical identifier (address). Each applica-
tion module does not need to consider a physical component in which application
modules are located. Instead, by using this mechanism, it is possible to develop a
real-time application itself on a system without considering underlying network
layers. Because each application does not need to take any physical components
into consideration, it is easy to port an application from a certain physical node
to a different node in the case that the physical node has enough capability to
function and possesses sufficient resources for the application. In addition, by
using a logical identifier, it would be possible to contain information about the
kind of service (e.g. wheel-speed sensor, G sensor for airbag deployment, door-
lock actuator) that each application has, thus an application can send another
target application without the need for a special service discovery mechanism.

This logical communication model can solve the IDB-C network problems
laid out in the previous section, and results in realization of high throughput
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with logical communication mechanism for a simple application software imple-
mentation.

3.1 Logical Unit

In the logical communication model, a logical unit is defined as an abstraction
of an application module, and a physical unit is a physical component. Each
logical unit has an identifier that is a logical address, which is different from an
identifier of a physical unit, which is a physical address. Fig. 2 shows an example
of a logical unit structure.
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Fig. 2. Structure of Logical Communication Model

In this example, there are three logical units in a single physical unit, and each
physical unit is physically connected to the CAN bus. Logical units are present
in a Physical Unit. A Logical Unit in a Physical Unit is virtually connected with
another Logical Unit in a different Physical Unit, and they can communicate
with each other without confirming each other’s destination address. This means
there is a connection between each logical unit, and this concept is similar to
the Berkeley sockets interface. Therefore, only a logical address is needed; a
physical identifier is not needed when a logical unit communicates to another
logical unit. By using this logical communication model, none of the application
modules need to consider a physical component, and they may be transferred
to another physical component if needed. To realize the logical communication
model, not only an application layer but also a transport layer and a data-link
layer are need recognize and control each logical connection between logical units.

3.2 Priority Communication

In real-time processing, the urgency of messages to be exchanged over the net-
work can differ. A rapidly changing dimension has to be transmitted more fre-
quently, and therefore with fewer delays, than other dimensions. For example,
in an automotive situation, messages for anti-lock brakes, and airbags have to
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be transmitted very quickly in comparison with ones for controlling signals to
open/close windows, turn on headlights, etc. Moreover, for example, log data to
show where a vehicle drives and accumulated diagnostics data are typically large
and do not need to be transported quickly, and in this case, efficiency is more
important than speed when transport such large data. Therefore, transmission
of these types of data should be separated on a communication mechanism.

As shown in Fig. 2, there are three message types transferred through three
types of connections. gSingle-typeh messages are transferred through a one-shot
connection, while gblock-typeh messages transferred through a logical link, and
gbulk-typeh messages transferred through a channel. A single-type message has
the highest priority, which means a message arrives at a destination unit with
minimum transmission delay. A block-type message has a medium priority with
a typical transmission delay, while a bulk message has the lowest priority, with
maximum transmission delay; however, is transported with high efficiency, and
it is necessary to append additional levels of priority to each channel.

4 Data Link Layer

In this section, we specify a data-link layer protocol on CAN to realize priority
communications in this logical communication model described in the previous
section. It is important to effectively assign each function onto the CAN frame
format. Since the maximum data length of CAN is 8 bytes with 29-bit identifiers,
a large header field of a data link protocol drastically reduces communication
performance. A data-link layer consists of two sub-layers, a media access control
sub-layer and a logical link sub-layer, to control communication, flow, and to
check for errors among units. The media access control mechanism of this pro-
tocol is simply CSMA/CD on CAN, and this communication model includes an
additional logical link layer function in the network.

4.1 Message Type

In this logical communication model, there are four message types defined in the
data-link layer: (1) MAC type, (2) single type, (3) block type, and (4) bulk type.
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Fig. 3 shows the message fields of each message type in a CAN message frame.
The MAC type includes a destination physical address, a source physical address,
and command-type and MAC data fields. The single type has a destination
physical address, a source physical address, a destination logical address, a source
logical address, and message-control fields. The block type features a destination
physical address, a source physical address, a logical link ID, and counter and
message control fields. The bulk type has a destination physical address, priority,
channel ID, and counter and message-control fields.

4.2 Priority Setting

The three types of messages, single-type, block-type, and bulk-type, are trans-
mitted over one-shot connection, logical link, and channel, respectively. A single-
type message does not define a logical link or a channel connection. In fact, a
logical link ID is declared with a pair of physical nodes and a pair of logical nodes.
Channel is a one-way connection between two logical nodes, and a channel ID is
allocated for each destination physical node. A MAC-type frame is defined for
bus reset, device reset, physical-node join, physical-node leave, status request,
status response and so on. A single-type message, with a length of less than or
equal to eight bytes, is transferred within a single CAN frame, and this type
of message can be utilized for ACK and NACK frames in the transport layer.
While each logical unit has a single one-shot connection, logical link or channel,
it is possible for a logical unit to have multiple logical connections; that is, a
one-shot connection, a logical link and/or a channel to another logical unit.

4.3 Data Link Frame Format

Fig. 4 shows the CAN 2.0B extended frame format as an informative reference.
We specify data included in the fields: an 11-bit identifier, an 18-bit identifier
extension, and a 4-bit DLC (Data Length Code). The frame format for the
data-link layer mapped on CAN 2.0B frame format is shown in Appendix.

The maximum number of logical nodes is 32, shown by five bits. The Logical
Link ID field has 10 bits, which means there are 1,024 connections established
between two logical nodes. The Channel ID has six bits, taking 64 channels.
A larger part of the message counter fields appears in bulk-type messages. The
remainder of the message counter field exists in the CAN DLC (Data Length
Code) field. The maximum PDU length for a logical link is 64 bytes, which
is shown by the 3-bit DLC field. Fig. 8 shows an example of DLC usage. The
channel type features another field of four-bit length. Therefore, the maximum
length of the channel-type PDU is 1,024 bytes.
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5 Transport Layer

We also specify a transport layer protocol which is another key function for re-
alizing logical communication in this communication model. A transport layer
provides reliable end-to-end data transport. Error checking and other reliability
features are handled by the protocols in the transport layer if the underlying
networks do not handle them. The transport layer includes buffers for each ap-
plication as a logical unit. Appendix shows the transport frame format mapping
to the CAN frame.

There are two types of transport layer header format: one is the command
type and the other is the data type. The command-type format is for setup,
ACK for single, ACK for block/bulk and NACK for block/bulk. These types
of command messages are sent as single-type LLC messages, which include 1-
byte data. There are four types of ACK attributes: no ACK, transport block
ACK, Application frame ACK, and complete ACK only. The packet ID number
shows a random number as a supplement to determine the difference among each
message for sending ACK.

Before sending block/bulk messages, a sender node creates a connection (log-
ical link or channel) to a receiver node. The link descriptor contains the link ID
and ACK attribute, and a sender can transmit a message by using the link de-
scriptor. The TPL packet counter describes a sequence number of a fragmented
application message. It is 4 bits long; therefore, the maximum transport PDU is
1 k (64x16) bytes for a logical link-type message and 16 k (1,024x16) bytes for
a channel-type message.

6 Other Layers

In this research, there are no modifications to the CAN physical layer’s specifi-
cations. In terms of application layer, there is no defined format for the specific
application message layer. Instead, the length of an application message is spec-
ified in the transport layer header. However, the header should be simple when
considering that the base layer is composed of CAN frames. In our implemen-
tation, the maximum length of a block-type message is 1,024 bytes and for a
bulk-type message, it is 16 kB.

7 Implementation and Evaluation

7.1 Implementation of Protocols

We have implemented our logical communication model and real-time data trans-
mission protocols described above on the CAN 2.0B format. The microprocessor
in this implementation is a Mitsubishi Electric (Renesus Technology) M16C (16
MHz), which contains a CAN interface. The speed of CAN is 250 kbps, which is
the same as the IDB-C specification. Fig. 5 presents an outline of the protocol’s
implementation. We run a 10 μs software timer to measure the message-sending
interval.
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7.2 Evaluation of Performance

We evaluated the following times of the network protocol that we implemented,
transmission time of a single-type message, transmission time of a bulk-type
message, transmission time of a single-type message while a bulk-type message is
being sent. In this evaluation, the length of a single-type message is 8 bytes, while
that of a bulk-type message is 1,024 bytes. Timing begins when ”the application
program calls for a send function to send a message,” to the point when ”the
interrupt function for sending the message is completed.”

– Transmission time of a single-type message. The average time to transmit a
single-type message is 1.59 ms. The interval when a message is transported
from the application to the data-link layer is about 1 ms., and it takes about
670 μs. to send out a single CAN frame completely to the bus.

– Transmission time of a bulk-type message. The average time to transmit a
bulk-type message is 106.1 ms. the interval when a message is transported
from the application to the data-link layer is about 20 ms.

– Transmission time of a single-type message while a bulk-type message is
being sent. The average time to transmit a single-type message is 1.71 ms.
and the average time to transmit a bulk-type message is 107.4 ms. It takes
512 μs. (128 bits/250 kbps) to transport a single CAN frame. When a single-
type message is sent while a bulk-type message is also being sent, the delay
in transmitting a single message must be shorter than this 512 μs interval.
Because the evaluated delay time for transmitting a single-type message is
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about 120 μs, we can confirm that the priority message mechanism of the
network protocol works.

– In case of IDB-C type transmission, transmission time of a single-type mes-
sage while a bulk-type message depends on the timing when a single-type
message is sent; however, a single-type message is sent after a bulk-type mes-
sage is completely sent, and the maximum transmission time of a single-type
message is 106.1 ms.

Table 1. Message Transmission Time (Average)

Single Type Balk Type

Individual Transmission 1.59 ms 106.1 ms
Complex Transmission 1.71 ms 107.4 ms

The additional delay time for transmitting a bulk-type message when a single-
type message is sent while a bulk-type message is also being sent is approximately
1.3 ms. Sending a single-type message that includes an ACK frame occupies the
CAN bus for about 1.2 ms., and it takes about 300 μs. to process the ACK
frame for the single-type message. Therefore, we also confirm that there is no
problem in sending a single-type message because the delay time of 1.3 ms. is a
reasonable value. In terms of throughput, while the token-passing IDB-C is 1/3
of the original CAN throughput, our model makes the most of the original CAN
throughput. Because the media access control mechanism is simply CSMA/CD
on CAN, and the header of the transport frame can be contained in the CAN
header, there is no additional overhead to carry our message frame.

8 Conclusion

We have designed and implemented a logical communication model and a real-
time data transmission protocol for embedded systems with CAN. Because of
the CAN frame format’s small size, there are many restrictions on implementing
the network protocol on CAN; therefore, we described our implementation of
the network protocols to realize our logical communication model onto the CAN
8-byte data frame with a 29-bit identifier. This logical communication model
is capable of communication between application modules without considering
the underlying network mechanism, and transmission of real-time data with
priorities between applications. We implemented the model on an M16C micro-
controller, and evaluated it by transmitting real data frames. Results indicated
that our logical communication model and real-time data transmission protocol
works and solves the current IDB-C problems of long response time, low effective
data transfer rate, high CPU power required, difficulty in realizing a gateway
without a logical communication concept, and the large message buffer required.
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Appendix: Mapping to CAN Frame

The frame format for the data link layer and the transport layer mapped on
CAN 2.0B frame is shown in the following tables.

Frame Type 7 6 5 4 3 2 1 0

Setup 0 1 1 res.

Ack for

Single
0 0 0 res.

Ack for

Block/Bulk
0 1 0 res.

Nack for

Block/Bulk
0 0 1 res.

Single Data 1 0 0
Ack

Request

Block/Bulk

Data (Start)
1 1 1 Re-sync.

Block/Bulk

Data (Cont)
1 1 0 res.

Block/Bulk

Data (End)
1 0 1 res.

CAN ID (8)

Link Setup

Packet ID Number

TPL Packet Count

TPL Packet Count

Packet ID Number

(count)

Same as "Start"

TPL Packet Count

Same as "Start"

0 - 1  2 - 7 8 - 63

Ack Mode

- No Ack

- Transport Block Ack

- Application Frame Ack

- Complete Ack only

Link ID

- Logical Link ID

  (6bits)

- Channel ID

  (4bits)

N. A.

N. A.

Ack Attribute

- Transport Block Ack

- Application Frame Ack

- Complete Ack

Link ID N. A.

Ack Attribute

- Transport Block Ack

- Application Frame Ack

- Complete Ack

Link ID N. A.

CAN Data (64)

N. A.

Data

Data

Data

Data

Type 28 27 26 25 - 22 21- 18

MAC 0 0

Single 0 1

Block

Reserve

(Stream)

Bcast/

P2PP
Src Phy Addr

Dest Phy Addr

Priority

Src Phy Addr

CAN ID (11)

1 0 1

0 0 1

Bulk 1 1 1

Data Link Frame Format Transport Frame Format

Type

MAC

Single

2-0

CAN DLC (4)

1 Msg Count

1 / 0 DLC

Bulk

Reserve

(Stream)

3

0

1 / 0

1

1 / 0

1

1 / 0

Block

Msg Low  Count

DLC

0

DLC

Msg Count

DLC

Type 17 - 14 13 12 11 - 8 7 - 0

MAC Cmd Type MAC Data

Single

CAN ID (18)

Reserve

Src Logical Addr Dest Logical Addr

Data

Logical Link ID

Channel ID
Msg High

Count

1111 Stream ID
Msg High

Count

Block

Bulk

Reserve

(Stream)

CAN 2.0B extended frame format includes

an 11-bit identifier, an 18-bit identifier

extension, a 4-bit DLC (Data Length Code),

and a 0-64 bit data field. In this table, “0” 

means dominant and “1” means recessive

on the CAN arbitration bit.
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Abstract. In this paper, we propose DINPeer middleware to overcome
limitations in current peer-to-peer (P2P) overlay systems. DINPeer ex-
ploits a spiral-ring method to discover an inner ring with relative largest
bandwidth to form a DINloop (Data-In-Network loop). DINPeer further
integrates DINloop with P2P overlay network via node state and rout-
ing algorithm. The key features of DINPeer include using DINloop to
replace a multicast rendezvous point and turning DINloop into a cache
to achieve data persistency. Simulations show that DINPeer is able to op-
timize P2P communication in a number of ways, such as when the size of
the DINloop is capped within a limit, it can achieve a better performance
than native IP multicast and P2P overlay multicast systems.

1 Introduction

Recent works on P2P overlay network offer scalability and robustness for the
advertisement and discovery of services. Pastry [1], Chord [2], CAN [3] and
Tapestry [4] represent typical P2P routing and location schemes. Furthermore,
there has been a number of works reported on adding multicast schemes and
applications on P2P object platform, e.g., Scribe [5] and CAN-Multicast [6].
Compared to IP multicast, P2P overlay multicast has a number of advantages.
First, most proposals do not require any special support from routers and can
therefore be deployed universally. Second, the deployment of application-level
multicast is easier than IP multicast by avoiding issues related to inter-domain
multicast. Third, the P2P overlay network is fully decentralized.

However, P2P overlay multicast also suffers some disadvantages. Due to the
fact that the underlying physical topology is hidden, using application-level mul-
ticast increases the delay to deliver messages compared to IP multicast. A node’s
neighbors on the overlay network need not be topologically nearby on the un-
derlying IP network and this can lead to inefficient routing.
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Recently, there are some works that acknowledged the above limitation of
P2P overlay network and inferred network proximity information for topology-
aware overlay construction [7]. [8] described and compared three approaches in
structured overlay networks: proximity routing, topology-based nodeId assign-
ment, and proximity neighbor selection. In [9], proximity neighbor selection was
identified as the most promising technique. In our scheme, we adopt proximity
neighbor selection, but use a different method in Section 3.

In addition, the routing in the P2P overlay network does not consider the
load on the network. It treats every peer as having the same power and the same
bandwidth. Further, in P2P tree-based multicast, the multicast trees are built at
application level and the rendezvous point (RP) is the root of the multicast tree.
The RP can potentially be subjected to overloading and single-point of failure.

In this paper, we propose DINPeer to overcome the above limitations and
to facilitate P2P communication. The remainder of this paper is organized as
follows: we describe the overview of our solution in Section 2 and present the
details of DINPeer in Section 3. Section 4 presents our evaluation metrics and
simulation results. Finally we conclude research results in Section 5.

2 Solution Overview

DINPeer is a massively scalable middleware that combines the strengths of mul-
ticast and P2P systems. DINPeer exploits a spiral-ring method to discover an
inner ring with relative largest bandwidth to form a logical DINloop. DINPeer
further integrates the DINloop with the P2P overlay network. DINPeer has two
key features. First, DINPeer uses the DINloop instead of a rendezvous point as
multicast sources. Second, DINPeer uses the DINloop as a cache in the form of
continuously circulating data in the DINloop to achieve data persistency.

To elaborate, a DINloop is shown in Fig. 1 (thick arrow line). Nodes A, B,
C, D and E in the DINloop are referred as DIN Nodes. A sender sends data to a
DIN Node and the DIN Node then circulates data in the DINloop. DINPeer can
control the lifetime of the message in the DINloop so that during the lifetime of
the message, any node can retrieve the data from the DINloop. This also reduces
the delay to receive the message and reduces the traffic from the sender to the
root. For example, Host a injects the data into the DINloop. Then, Hosts b, c,
d, e and f can retrieve the data from the DINloop.

We use a spiral-ring method (described in Section 3) to find the inner ring
with relative largest bandwidth. The multi-ring in [10] has some similarity as
they chose power nodes as inner ring nodes. However, there are some differences.
First, we use the spiral-ring method to find the inner ring. Second, multiple rings
in [10] may cause a node to receive multiple copies of a same message. In our
scheme, the inner ring is the center that is similar to the root of a tree, while
other hosts, which are not in the inner ring, will receive only one copy of a
same message. Finally, we only use the inner-most ring and the other hosts are
organized into tree topologies for group communication.
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Fig. 1. Illustration of DINloop

3 Details of DINPeer

This section focuses on exploiting an inner ring with relative largest bandwidth to
form a general DINloop, integrating DINloop with P2P overlay network via node
state and routing algorithm, and optimizing P2P application-level multicast.

3.1 Generalizing DINloop

We exploit a spiral-ring method to find an inner ring to form a DINloop. First,
a big outer ring with all nodes is formed. A new node is inserted between two
nearest connected nodes. In the beginning, Node 0 and Node 1 form a ring (Fig.
2a). Then Node 2 is added to the ring (Fig. 2b). From Node 3 onwards, the two
nearest nodes will break the link and the new node is added (Fig. 2c and 2d).

 
 
 
 
 
 
 
 

Fig. 2. Automatic formation of ring

The algorithm to obtain two nearest nodes is described here. Assume Node
i plans to join the ring and knows of a local nearby Node k in the ring. Node i
sends a join message to Node k. Then Node k and its two adjacent Node (k−1)
and Node (k + 1) in the ring will ping Node i and get the Round Trip Time



564 Huaqun Guo et al.

(RTT). If Node k gets the minimum RTT to Node i, Node k and one of its
two adjacent nodes with lower RTT to Node i will be determined as two nearest
nodes to Node i. If Node (k+1) gets the minimum RTT to Node i, Node (k+2)
will ping Node i and get the RTT. If Node (k+ 1) still gets the minimum RTT
to Node i, Node (k + 1) and one of its two adjacent nodes with lower RTT to
Node i will be determined as two nearest nodes to Node i. If Node (k+ 2) gets
the minimum RTT to Node i, Node (k + 3) will ping Node i and get the RTT.
The process continues until two nearest nodes to Node i are found.

Second, we use a spiral-ring method to find an inner-most ring with relative
largest ring bandwidth (Fig. 3). The inner spiral ring must provide a higher
bandwidth than the outer ring. The formation of the inner ring is not limited,
as links with lower bandwidth are dropped if enough nodes are available and the
ring bandwidth is increased.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) 

Lower bandwidth

Inner Spiral Ring

startnode

Lower bandwidth

Outer Ring 

(b)

(c) 

Lower 
bandwidth 

DIN
sub-nodes

(d) 

DINloop: the Most
Inner Ring 

DIN Node 

Fig. 3. Spiral-Ring Method

We use fb as the bandwidth-increasing rate and N as the desirable number of
DIN Nodes. Let β be the current inner ring bandwidth. Each recurring process
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drops inner links where their link bandwidths are less than β× (1+fb) (Fig. 3b)
by replacing them with further inner links with higher bandwidth. The process is
repeated (Fig. 3c) until the desired number of nodes in the inner ring is achieved
or the ring bandwidth can no longer be increased (Fig. 3d).

Now we show how fast the recurrence can converge. We assume the outer
ring bandwidth is B0. We assume B1 is the ring bandwidth of the inner ring at
the 1st iteration of dropping inner links with the lower bandwidth. We assume
B2 is the ring bandwidth of the inner ring at the 2nd iteration of dropping inner
links with the lower bandwidth. We assume that after k iterations, Bk is the
maximum ring bandwidth of the inner ring. So,

B1 ≥ B0 × (1 + fb). (1)
B2 ≥ B1 × (1 + fb) ≥ B0 × (1 + fb)2. (2)

Bk ≥ Bk−1 × (1 + fb) ≥ B0 × (1 + fb)k. (3)
k ≤ log(1+fb)(Bk ÷B0). (4)

Thus, the iteration step k has a small upper bound and therefore the process
converges quickly.

In this way, we find the inner ring with largest bandwidth. This inner ring
is used as a DINloop and nodes in this inner ring are used as DIN Nodes. The
DINloop can be used as a cache called a DIN cache. The other nodes in DINPeer
are called DIN sub-nodes (Fig. 3d). Each DIN sub-node finds a nearest DIN Node
and becomes a member of a group associated to this DIN Node (Fig. 4).

Nearest DIN 
Node for 
Group 1 

Group 2 

Group 3 

Group 1 

Group 4 

DIN sub-nodes 

Fig. 4. DIN sub-nodes with associated DIN Nodes

3.2 Integrating with P2P Overlay Network

After the DINloop is formed, the DINloop is integrated with the P2P overlay
network [1] via node state and routing algorithm. We elaborate each one next.
Node State. We use the hash function to generate nodeIds similar to Pastry
[1]. As shown in Fig. 5, every node maintains a small node state.
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The entries of node state are briefly explained as follows. In a DIN sub-
node, the Nearest-DIN-Node entry is its associated DIN Node, and the entries
of Predecessor-DIN-Node and Successor-DIN-Node are empty. In a DIN Node,
the Parent-Node entry is empty, and the entries of Predecessor-DIN-Node and
Successor-DIN-Node are its two adjacent nodes in the DINloop. The Predecessor-
Node and Successor-Node refer to its two adjacent nodes in the outer ring. The
entries of Parent-Node and Child-Node are the nodeIds of nodes that are part of
a multicast tree (described in Section 3.3). The Bandwidth entry is the end-to-
end bandwidth from itself to the neighbor node in the inner ring, if the present
node belongs to the inner ring as well. Each node maintains a routing table and
a leaf set that are constructed using nodeIds in the same group. The entries at
row n of the routing table each refer to a node whose nodeId shares the present
node’s nodeId (i.e., 20133103 in Fig. 5) in the first n digits, but whose (n+ 1)th

digit is different with the (n+ 1)th digit in the present node’s nodeId. The half
leaf set is the set of nodes whose nodeIds are closest smaller than the present
node’s nodeId, and another half leaf set are the set of nodes whose nodeIds are
closest larger than the present node’s nodeId in the same group.

Routing Algorithm. The routing algorithm in DINPeer is similar to the rout-
ing algorithm in Pastry [1], but it integrates with DIN Nodes and DIN cache.
Given a message, the node first checks to see if the key falls within the range of
nodeIds covered by its leaf set. If so, the message is forwarded directly to the
destination node.

If the key is not covered by the leaf set, the node uses the routing table and
forwards the message to a node in its own group that shares a common prefix
with the key by at least one more digit. In certain cases, it is possible that there
is no such node in the routing table or the associated node is not reachable,
in which case the message is forwarded to a node that shares a prefix with the
key at least as long as the local node, and is numerically closer to the key than
the present node’s id. If there is no node that can be routed to, the message
is marked to differentiate itself from the beginning message and forwarded to
its associated DIN Node. Then the DIN Node checks the DIN cache with this
marked message. If the DIN Node has a copy of the object in the DIN cache, the
copy of object is returned to the requesting node. If there is no copy in the DIN
cache, the DIN Node forwards the marked message to all other DIN Nodes. Then
each DIN Node forwards it to the node in its own group respectively. Finally, a
copy of the object is returned via the DINloop and the DIN cache is updated.
DIN cache is updated using the RLU (Recent Least Use) algorithm.

3.3 Optimizing P2P Application-Level Multicast

In IP multicast, a sender sends data to the rendezvous point and the rendezvous
point forwards the data along the multicast tree to all members. In DINPeer, the
DINloop with multiple DIN Nodes is used to replace a single rendezvous point.
Each DIN Node is the root of its associated multicast tree. Subsequently, every
member in its associated group, who wants to join the multicast group, sends a
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NodeId 20133103 

Leaf set 
 

20133032 20133100 20133113 20133121

20133023 20133033 20133130 20133132

SMALLER LARGER

 

Routing table 

-0-1212102 -1-2301201 2 -3-1203103

0 2-1-301231 2-2-230202 2-3-021021

20-0-31203 1 20-2-13012 20-3-23102

201-0-0232 201-1-1303 201-2-2301 3

2013-0-312 2013-1-010 2013-2-120 3

20133-0-13 1 20133-2-02

Successor-DIN-Node

Predecessor-DIN-Node 

Successor-Node 

Predecessor-Node 

Nearest-DIN-Node 

13210232

23113202

20211301

Bandwidth 

Child-Node Parent-Node10221303 20313012

Fig. 5. An example of node state

message to the DIN Node, and the registration is recorded at each node along
the path in the P2P overlay network. In this way, the multicast tree is formed.
When multicasting, a node sends a multicast message to the nearest DIN Node.
The nearest DIN Node then forwards the message to its child-nodes, and the
neighbor DIN Node along the DINloop. The neighbor DIN Node forwards the
message to its associated child-nodes, and its neighbor DIN Node along the
DINloop. The process repeats itself until all DIN Nodes receive the message or
when the lifetime of the message expires.

4 Evaluation Results

This section comprises two parts. First, we describe the simulations to demon-
strate that DINPeer reduces the delay of multicast. Second, we investigate the
impact of data persistency on the performance of multi-point communication.
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4.1 Multi-point Communication Performance of DINPeer

We use the metrics described below to evaluate the performance of multi-point
communications in DINPeer versus IP multicast and P2P overlay multicast.

Relative Delay Penalty: The ratio of the delay to deliver a message to
each member of a group using DINPeer multicast to the delay using IP multi-
cast. RMD is the ratio of the maximum delay using DINPeer multicast to the
maximum delay using IP multicast. RAD is the ratio of the average delay using
DINPeer multicast to the average delay using IP multicast.

The simulations ran on the network topologies, which were generated using
the Georgia Tech [11] random graph generator according to the transit-stub
model [12]. We used the graph generator to generate different network topologies.
The number of transit nodes was changed and the number of stub nodes was
fixed, i.e., 6000. We randomly assigned bandwidths ranging between 1Gbps to
10Gbps to the links in the transit domain, used the range of 100Mbps to 1Gbps
for the links from transit domain to stub domains, and used the range of 500kbps
to 1Mbps for the links in the stub domains. The topology is similar to one
backbone network and multiple access networks. We assumed that all the overlay
nodes were members of a single multicast group. Using the spiral-ring method,
the different number of DIN Nodes was obtained. For IP multicast, we randomly
chose a node as a rendezvous point. We repeated the simulation six times and
obtained the average delay. The results of simulation are shown in Fig. 6.
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Fig. 6. Delay ratio of message retrieval using DINPeer over IP multicast

From Fig.6, when the number of DIN Nodes is small enough, the average
latency in DINPeer overlay network is even lower than that of IP multicast, as
RAD is less than 1. On another hand, other topology-aware routing techniques
are currently able to achieve an average delay stretch (delay penalty) of 1.4 to
2.2, depending on the Internet topology model [8]. The value of 1.4 reported
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in [8] is shown in the thin dash-line RAD Best P2P in Fig. 6. The value of 2.2
reported in [8] is shown in the thick dash-line RAD P2P in Fig. 6. Since the
simulation conditions between our scheme and other P2P systems are different,
the RAD difference in quantity cannot be calculated. We only show the general
difference. DINPeer has the opportunity to achieve better performance than IP
multicast while other P2P overlay multicast systems are worse than IP multicast.
In Fig. 6, DINPeer, as shown below the thin dash-line, is the best among any
other P2P overlay multicast systems. Thus, DINPeer provides the opportunity
to achieve better performance than other P2P overlay multicast systems when
the number of DIN Nodes is within the certain range.

4.2 Performance of Multi-point Communication with Data
Persistency

In this sub-section, simulation was conducted to investigate the impact of data
persistency on the performance of multi-point communication. We measured the
delay to deliver a message to each member of a group using the DINloop and
IP multicast respectively. The same network topologies as in the previous sub-
section were used here. The results are shown in Fig. 7. RMD 2 is the ratio
between the maximum delay from the DINloop to receivers and the maximum
delay using IP multicast, and RAD 2 is the ratio between the average delay from
the DINloop to receivers and the average delay using IP Multicast. When Fig. 7
was compared with Fig. 6, we found that RMD 2 and RAD 2 in Fig. 7 are lower
than RMD and RAD in Fig. 6 respectively. The range of DINPeer achieving
better performance than other P2P multicast systems is wider. It is also clear
that the delay of retrieving messages directly from the DINloop is less than the
delay of getting messages from the sender.

0

0.5

1

1.5

2

2.5

3

3.5

4

0 5 10 15 20

Num ber of DIN Node

R
el

at
iv

e 
D

el
ay

 P
en

al
ty

RM D_2

RAD_2

RAD_Best_P2P

RAD_P2P

Fig. 7. Delay ratio of message retrieval from DINloop over IP multicast



570 Huaqun Guo et al.

5 Conclusions

We propose a DINPeer middleware to overcome the existing limitations in cur-
rent P2P overlay systems. DINPeer exploits the spiral-ring method to discover
an inner ring with relative largest bandwidth to form the DINloop. DINPeer
further integrates the DINloop with a P2P overlay network. DINPeer has two
key features. First, DINPeer uses the DINloop instead of the rendezvous point
as multicast sources. Second, DINPeer uses the DINloop as a cache in the form
of continuously circulating data in the DINloop to achieve data persistency. Our
principle findings are (1) When the number of DIN Nodes is capped within a
limit, DINPeer even achieves better performance than native IP multicast and
is the best among any other P2P overlay multicast systems reported in the lit-
erature. (2) Data persistency further improves the performance of multi-point
communication in DINPeer.
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Abstract. To minimize the network resource and to meet the need of
related application programs such as Internet Broadcasting or Video con-
ferencing are the main concerns of Host-based Multicast tree construc-
tion algorithm. Existing works reduced performance-degrading factors
like the duplicate data transmission on the same network link and over-
head incurred at host or end-systems. However, they had relatively high
RDP(Relative Delay Penalty), which made it difficult to adapt for ap-
plication programs. In this work, we proposed a DDTA(Data Delivery
Tree Adjust) algorithm which can reduce RDP by minimizing the tree
depth, but it also could incur performance debasement. Proposed algo-
rithm adapted techniques such as the detection of hosts existing in the
same LAN to decrease the RDP and node switching to compensate per-
formance loss. In addition, it suggests schemes for rapid recovery of a
data delivery tree and shows that its RDP is lower than existing work.

1 Introduction

Conventional IP multicast has been introduced to support in the network layer
the application programs like a VOD system or a Video Conferencing system.
In IP multicast, routers play key roles in building and managing multicast tree
by performing operations such as group creation, member joining and member
leaving using multicast protocols. Protocols operated by routers are DVMRP
(Distance Vector Multicast Routing Protocol), PIM-SM/DM (Protocol Inde-
pendent Multicast Sparse Mode/Dense Mode) and MOSPF (Multicast Open
Shortest Path First).

However, IP Multicast has not widely deployed for following reasons. To
carry out operations enumerated above, routers are required to maintain per
group state, which increases the complexity of them in the implementation and
maintenance. To solve these problems and promote the propagation of Multi-
cast, an alternative method known as Host-based Multicast (Overlay Multicast,
Application Layer Multicast) [1,3] has been introduced and the relative research
is now under way.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 571–581, 2005.
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In Host-based Multicast, hosts not only perform data transmission and recep-
tion but also take part in multicast tree building process. Therefore Host-based
Multicast, contrary to IP multicast, does not call for changes at the infrastruc-
tural level. Besides, it could more easily provide the higher level features such
as reliability, congestion control and flow control [1].

However, Host-based Multicast has inevitable performance-degrading factors
like the duplicate data transmission to the same link and the overhead caused by
hosts that forward data to others because each host cannot grasp the physical
network topology. To measure the efficiency of the multicast tree, we would use
some values such as RDP(Relative Delay Penalty) [1,5], Tree Cost [3,6] and
Link Stress [1,2,3,6] which are regarded as the barometer for evaluating these
performance-degrading factors. Accordingly the performance of the Host-based
Multicast depends on the data delivery tree building algorithm which minimizes
the performance-degrading factors presented above and copes with appropriately
at the dynamic state changes of the physical network.

We develop a new data delivery tree-constructing algorithm named DDTA
Algorithm and demonstrate the efficiency of DDTA Algorithm through com-
parison with other existing algorithms. The rest of the paper is structured as
follows. We review the related works on Host-based Multicast in Section 2. We
provide detailed explanation about DDTA Algorithm in Section 3 and present
the performance result from simulations of algorithms in Section 4. In Section
5, we give a brief description about future works and conclusion.

2 Related Work

In Host-based Multicast, the process of building a multicast tree for data trans-
mission is the process of determining the most appropriate parent node of the
host which calls for member joining or member rejoining operation to the multi-
cast group. Most mechanisms ever proposed for building a Host-based Multicast
tree have two basic steps. The first is a distance measuring step and the next is an
overlay date delivery tree construction step. In a distance measuring step, most
mechanisms measured the distance among nodes and collected the distance in-
formation. The key metrics used for distance measuring among nodes were RTT
(Round Trip Time), routing path and available bandwidth between nodes. In
an overlay data deliver tree construction step, most mechanisms constructed the
overlay data delivery tree or overlay graph based on collected distance informa-
tion. If the overlay graph was built, existing mechanisms offered the way that
converts the overlay graph into the corresponding overlay data delivery tree. The
characteristics of existing schemes are as follows.

Narada [1] exploits two-step approach to construct the data delivery tree.
In the first step, the new member which requests to be added to the multicast
group joins to the multicast group by connecting to the active member of existing
group. Next, it builds a new graph called mesh by exchanging the refresh mes-
sages between newly joined member and existing neighbors. In the second step,
Narada constructs date delivery trees rooted at each corresponding source by
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converting mesh into trees. After construction of data delivery trees, it measures
RTT through the periodical information exchange among the existing members
in the mesh and applies that information to the Utility Function of Narada. The
performance of the control mesh is improved corresponding to the change of the
network state by adding the new links to the mesh or removing the existing
links from the mesh. On the other hand, the radical traffic compared with other
mechanisms makes it difficult to apply to the large scale multicast group.

In TAG [2], when a new member requests to be added to the multicast group,
the root node of the existing data delivery tree obtains the shortest path from
the root to the new member. Next it chooses one of its descendant nodes whose
path from the root is the longest prefix of the path from the root to the new
member as the parent of new member. Compared with other schemes, TAG can
construct the most efficient data delivery tree, but sometimes the shortest path
between the root and the new member can not be obtained. Besides the hosts
of the data delivery tree should hold more information than other methods do
in order to compare their paths with other nodes.

As for HMTP [3], the data delivery tree building mechanism is a combination
of Host-based Multicast and IP Multicast. The existing IP multicast group is
defined as the IP Multicast Island and one member in an island is elected as the
representative member called Designated Member (DM) that participates in the
data delivery tree building process with the hosts outside of the IP Multicast
Island. In this case, the members that belong to the data delivery tree forward
data using UDP, while inside the IP Multicast group the DM uses IP Multicast
to deliver data. When HMTP constructs the data delivery tree, the Depth First
Search is run from the root and then one node in the existing tree that is the
nearest to the new member is chosen as the new members parent. Therefore
HMTP could group the adjacent members, while it could also produce a skewed
tree. At the same time, the depth and RDP of the data delivery tree could be
increased compared with other mechanisms.

In Overcast [4], the bandwidth among member is considered as a key metric
to determine the appropriate parent of the new member. When a new member
requests joining to the multicast group, it compares the bandwidth from the
new member to the root with the bandwidth from the new member to each of
roots children respectively. Then it chooses the node which brings the greatest
bandwidth as its potential parent. Next, the new member begins a series of
rounds until it finds its most suitable parent. In each round the new member
considers its bandwidth to its potential parent as well as the bandwidth to each
of the potential parents children. Therefore the data delivery tree constructed
by Overcast could utilize the bandwidth among members more efficiently. On
the other hand, it is not easy to measure the exact bandwidth among members
and to respond to the state change of the network properly.

HostCast [5] consists of two steps. In the first step, it constructs a data de-
livery tree and the corresponding control mesh. The data delivery tree is used
to deliver the multicast traffic and the control mesh is used to transmit control
messages and overlay path measurement packets. In control mesh, each node
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has two parents. The parent node is the child nodes primary parent in the mesh.
The grandparent node is the nodes secondary parent in the mesh. In the sec-
ond step, Hostcast provides the mechanisms to improve the performance of data
delivery tree and its scenarios are as follows. If a member realizes that a sec-
ondary parent can potentially provide better QoS than its current primary path
and the secondary parent can accept one or more child, Hostcast can improve
the performance of data delivery tree by switching its primary parent and the
secondary one. At the same time, Hostcast provides the mechanism for avoiding
the tree partition.

In Switch Tree [6], when a new member requests joining to the multicast
group, Switch Tree chooses the root as its parent and then exploits switch
schemes such as switch-sibling, switch-one-hop, switch-two-hop and switch-any
to improve the efficiency of the data delivery tree. Such schemes are performed
to cope with the network state changes based on RTT among each node. Besides,
it also presents a method to minimize the inevitable protocol overhead and the
temporary suspension of the data exchange incurred during node switch.

TBCP [7] and ALMI [8] also use RTT as the metric of distance among each
node. TBCP attempts to improve the efficiency of the data delivery tree by
setting up the nodes that are in the same domain to the same sub tree. In
ALMI, session controller constructs the MST(Minimum Spanning Tree) based
on round trip delay measured by application program and then MST uses as a
data delivery tree.

3 Construction of the Data Delivery Tree

3.1 Architecture

In DDTA algorithm, we uses distributed mechanism to construct and maintain
data delivery tree. Each host which participates in host based multicast tree
building process could have two types of agents. One is named as MCA (Multi-
cast Control Agent) and the other is named as MRA (Multicast Routing Agent).
The MCA is run on the designated host and it only contains brief multicast ses-
sion information like root node IP address, contents type, contents name and
necessary tree control data.

On the other hand, the MRAs are run on the all host of the same multicast
group and their roles are (1) to request the join and group creation operations
to the MCA and to receive the multicast group root information from MCA,
(2) to request leave operation to its neighbor MRAs, (3) to build multicast data
delivery tree through the distance measurement with designated MRA and (4)
to exchange multicast data with their neighbor nodes. The brief architecture of
DDTA is depicted in Fig. 2(a).

3.2 DDTA Algorithm

DDTA Algorithm exploits SBT (Source Based Tree) to build multicast tree so
the selection of a root of multicast tree would be required. We assumed that
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the root is the host that requests the creation of new multicast group to the
MCA and at the same time attempts to transmit the data to the same multicast
group. After the creation of new multicast group and initialization of its root,
newly joined host would determine its parent node to build a data delivery tree.

In DDTA Algorithm, we regard the root as the potential parent node of a new
member and set the root an initial search node because the parent node selection
process of newly joined or rejoined host starts at the root. The search node would
be changed while the DDTA Algorithm is processing. We also name newly joined
or rejoined host a request node because that node sends the join request to the
MCA. Besides, we select the RTT as the metric of distance between nodes that
comprise the multicast group. DDTA Algorithm consists of four steps and the
complete DDTA Algorithm is presented in Fig. 1.

’
’

’

’

’
’

’

Fig. 1. DDTA Algorithm

In step I, DDTA Algorithm checks whether the request node and one of search
nodes child node are in same LAN or not. IP address and netmask are used for
determining if two nodes are in same LAN. If so, it sets the request node to peer
node of the child of search node and exits the algorithm (Fig. 2(b)). Otherwise,
DDTA Algorithm will perform next step. All nodes selected as peer node do
not participate in data relay, but just receive the data sent from their peer. In
addition, they do not have any children. Thus, DDTA Algorithm can reduce tree
depth and RDP at the same time.
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In step II, DDTA Algorithm checks if the available out degree of search node
is greater than search nodes current out degree. If so, it sets the request node
to the child of the search node and exits the algorithm (Fig. 2(c)). Otherwise,
DDTA algorithm will perform next step.

In step III, DDTA Algorithm checks the condition of the node-switching and
deals with it if required (Fig. 2(d)). The detailed procedures of step III are as
below:

i. Select the search nodes child that has the longest distance from its parent,
set selected node a designated switch node and set the distance a Max-dist.
A designated switch node is the node selected as a node-switching candidate
node.

ii. Measure the distance between search node and request node and set the
distance as a request-dist.

iii. If Max-dist is greater than request-dist then DDTA Algorithm, then the
node-switching between the designated switch node and request node will
occur. Otherwise, DDTA algorithm will perform next step.

As seen in Fig. 2(e), the detailed node-switching procedures are as follow:

i. Set the request node the child of the search node.
ii. Remove the connection between the search node and the designated switch

node.
iii. The designated switch node performs the rejoin operation.

In step IV, DDTA Algorithm selects a new search node among the children of
a current search node. The new search node is the one of the search nodes children
minimizing the sum of the distance between root node and search nodes children
and the distance between search nodes children and request node(Fig. 2(f)).

3.3 Tree Management

To maintain the multicast tree, the MCA contains brief information of multi-
cast tree. On the other hand, MRAs contain comprehensive information of their
neighbors. In DDTA Algorithm, the MCA and MRAs perform operations like
member-join, member-leave, failure detection and recovery using the informa-
tion that they have. The detailed operations are presented below.

1) Member-join operation

When a host attempts to join the multicast group, the MRA run in that host
requests the information of the root to the MCA. In response to the request, the
MCA sends the information of the root to the MRA. Next, MRAs build multicast
tree using information exchanged between them and DDTA Algorithm.
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Fig. 2. The Architecture and process of Data Delivery Tree Construction

2) Member-leave operation

When an existing member wants to leave from the multicast group, the MRA
of an existing member sends a member-leave request to the MCA and neighbor
MRAs. Upon receiving the request, the MCA modifies multicast session infor-
mation and parent neighbor MRA deletes information of leaving node. If there
be child node, then each child MRA requests member-join operation to the MCA.

3) Failure detection and recovery operation

The MRA of each node regards the failure of neighbor MRAs when there
is no data transmission during the time set by MCA session information. Upon
detecting failure, one of neighbor MRA reports the fact to the MCA and MCA
changes multicast session information. The rest processing is the same as the
case of member-leave operation.
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4 Simulation

4.1 Simulation Environment

To evaluate the performance of each Host based multicast mechanism, we have
created network topology which includes 200 routers each of which has 5 LANs
and other information using Transit-Stub model of GT-ITM [10,11]. We have
also set up other conditions based on created network topology. And then, we
have constructed data delivery trees of Unicast, HMTP and DDTA algorithm
and compared their performance.

The main concerns of this simulation were the multicast group size, the band-
width between nodes and out-degree of each host. The multicast group size
ranged from 30 to 510 and it has been increased by 30 at each simulation. We
obtained the bandwidth from the length of the link between routers offered by
GT-ITM. We have also set out-degree of each host from 2 to 8 so that it reflects
the bandwidth of the router that the host was connected with. We have studied
the depth of tree depth up to 7.

4.2 Simulation Result

1) ARDP (Average Relative Delay Penalty)

In the Host-Based Multicasting data delivery tree, the data is propagated
from the root node to the every other node. Therefore it has more transmission
delay than IP Multicast. The factor called RDP has been introduced to measure
the transmission delay.The equation for measuring RDP is given in the following,
where D(Root,i) means the network transmission delay between the root and a
certain node indexed i using Unicast or Multicast, while D(Root,i) means the
transmission delay between the root and a certain node indexed i using Host-
Based Multicast tree.

RDP =
D′(Root, i)
D(Root, i)

(1)

The ARDP [5,9] means the Average value of RDP. The equation for measur-
ing ARDP is given in the following.

ARDP =
1

N − 1

N∑
i=0,i
=Root

D′(Root, i)
D(Root, i)

(2)

The ARDP is 1 when the data is transmitted using Unicast. As for both the
DDTA Algorithm and HMTP, ARDP grows to the fixed point where the value
converges as the number of the host gradually grows (Fig. 3(a)). From the view
point of ARDP, we can see that DDTA algorithm gains improvement of 50% in
ARDP compared with HMTP.
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2) Total Tree Cost

The total tree cost is the sum of transmission delays occurred at the all links
when the root node transmits the data to the every other node in the same
multicast group.

In Fig. 3(b), the DDTA Algorithm and HMTP improve the total tree cost by
200% compared with Unicast as the number of host gradually increases. When
the multicast group size is small, HMTP surpasses DDTA Algorithm by about
5 10% in total tree cost but the difference between them tends to diminish with
the hosts increasing in number.

3) Link Stress

The link stress is defined as the number of the times that all links have been
used when the root node transmits the data to the every other node in the same
multicast group.

In Fig. 3(c), the DDTA Algorithm and HMTP improve the performance of
link stress by more than 200% compared with Unicast as the number of host
gradually increases. At the same time, HMTP has lower link stress than the
DDTA Algorithm by about 15∼20%.
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Number of host

A
R

D
P Unicast

DDTA

HMTP

(a)

Total Tree Cost

T
re

e 
C

os
t (

 *
 1

00
0)

Unicast

DDTA

HMTP

Number of host

(b)

Link Stress

Li
nk

 S
tr

es
s(

 *
 1

00
)

Unicast

DDTA

HMTP

Number of host

(c)

Fig. 3. Simulation Result
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According to the analysis of the simulation results, it is clear that DDTA
Algorithm improves the performance of ARDP more than HMTP does. From
the view point of total tree cost and link stress, HMTP takes a little advan-
tage compared with DDTA Algorithm. In the case of HMTP, grouping happens
among nodes existing at the lower level. It leads to excellent performance for
link stress. On the other hand, grouping also increases the depth of the tree at
the same time. It causes a drop in the performance of ARDP and becomes a
drawback compared with DDTA Algorithm.

5 Conclusion and Future Work

In this paper, we have presented DDTA algorithm designed for data delivery us-
ing Host-Based Multicast: the simulation result shows that the ARDP of DDTA
algorithm is much lower than existing work. To reduce the ARDP, proposed
algorithm exploited node-switching and minimized tree depth using same LAN
checking and out-degree control.

However, node-switching could produce a temporary suspension of data trans-
mission incurred by the discordance of synchronization between nodes. To solve
a problem of node-switching, we are considering the ways that could minimize
the number of the node-switching times and the overhead occurred during the
node-switching.
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Abstract. To reduce perceived impact, we argue that, in P2P stream-
ing networks, selection of new parent peer for a peer should consider not
only network quality (e.g. delay and bandwidth) but also the frame-buffer
status between the parent-child peers. When there is large mismatch on
the frame-buffer, the child peer is in danger of suffering frame-buffer un-
derflow while playback. Meanwhile, another issue discussed in this paper
is phase-skew among peers. Degrees of phase-skew between two peers
mean the degrees of presentation-time difference between the two peers.
Without proper control, phase-skew could be serious between peers. In
this paper we propose an effective buffer management and coordination
scheme to avoid these two problems. A prototype P2P streaming system
basing on open standards was built to verify our design approaches.

1 Introduction

In P2P streaming system, all participant peers form one or multiple broadcast
trees to forward the broadcasting program from source peer to all participant
peers. Subject to dynamics of network traffic conditions and peer behavior (join
and leave (or failure) randomly), smoothly delivering program streams to each
participant peer becomes a challenge, especially when the peer member becomes
large. Various design strategies have been proposed to construct and maintain
the multicast tree effectively [1,2,3,4,5,6,7]. Also, some research efforts were con-
tributed to reduce the perceived impact of an ancestor change or data packet
loss [8,9,10,11,12]. Despite recent research results on the P2P streaming systems,
some design issues have not been well addresses, especially when real deployment
is considered. In this paper we investigate buffer management issues to provide
better streaming quality for peers. To reduce perceived impact, we argue that
selection of new parent peer for a peer should consider not only network quality
(e.g. delay and bandwidth) but also frame buffer status between both of parent
and child peers. Two issues are discussed. One is frame-buffer mismatch; the
other is phase-skew. The former would cause viewers perceiving interruptions
of program playback when the mismatch is large; the latter would cause view-
ers perceiving lags of program presentation comparing with others. To our best
knowledge, none of previous works has addressed these two issues well. The two
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problems were either over-simplified or totally ignored. However, in reality they
are very likely to happen.

The rest of the paper is organized as follows. In the following section, we
give a more detailed discussion on the problems we deal with. In Section 3, we
provide our solution schemes. Section 4 presents the prototype system we made
and the experiment results. Conclusions are made in Section 5.

2 Problem Descriptions

Maintaining frame buffers in application level is a common approach to smooth
out playback interruptions due to transient network faults. Limited frame buffers
are allocated to media clients to preload program frames from its upstream.
Through out the time of playback, the frames valid in the frame-buffer, referred
as frame window in the rest of the context, are updated to keep those frames
received while not being playback yet.

2.1 Phase-Skew Among Peers

It is quite natural for viewers/listeners to think what the frame presented to
she (or he) is the same (or near the same) frame what others would see/heard
at the same time when they are watching/listening a broadcasting program. It
is more likely true for conventional TV/Radio broadcasting systems. However,
people might perceive some degrees of presentation lags comparing with others
when they view/listen the program over internet. To evaluate this effect, we refer
phase of a peer, in the rest of the context, as the time lag between the time a
frame is playback on the peer and the time the same frame is playback on source
peer (the root node on the broadcast tree). Fig. 1 shows an example. Since in
P2P networks, instead of receiving frames from same server, each peer receives
frames from its parent peer which in turn receives the frames from other peer,
the skews could be larger and more diverse.

2.2 Frame-Buffer Mismatch Between Peers

In P2P networks, peers can join and leave freely. To recover from peer leave,
an existing peer should be selected to take the jobs of the leaving peer. Most of
previous works considered network quality as a main criterion in the processing
of choosing the new parent peer, while we argue status of frame-window should
be another important factor to be taken into account. Fig. 2 shows an example.
Assume at time t, peer b leaves (or fails). It seems feasible to have peer d to
replace peer b as shown in Fig. 2(a). However, when the status of frame-window
is taken into account, we might find that peer d is not a good candidate. Assume
at the moment peer b leaves (or fails), the frame-windows of the four peers are
as those shown in Fig. 2(b). If we replace peer b with peer d, we would find that
peer d are will miss some frames since the next frame peer d needed (frame for
time 10 in this example) is not available in its new parent peer (peer a), as shown
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Fig. 1. Phase-skew between peers. Three peers (peer1, peer2, peer3) join a mul-
ticasting tree rooted by peer0 at different time. Each peer starts the playback
with different starting frame (frames 5, 4, and 7, for the three peers respectively).
Since the three peers are not in phase, they view same frames at different time.
For example, at time 10, the frames presented to the three peers are 10, 11, and
8 respectively

in Fig. 2(c). Under such a circumstance, the downstream peer (peer d), would
suffer program interruption due to frame loss. The situation could become more
serious over time when more peer-reconnection operations involve.

In general, possible relations of two frame-windows are those shown in Fig. 3.
Assume at some moment, peer a is selected as the new parent peer of peer b.
And assume peer a receives streaming data from its parent peer at same speed
as it consumes the frames in the frame-buffer for playback. For the cases (a)
and (b) in Fig. 3, since the immediate next frame (frame j′ + 1) peer b should
have from peer a would not be available by the time it needs for playback, peer
b would suffer missing a sequence of frames during playback; for cases (c) and
(e), the immediate next frame peer b needed could be available but with some
waiting time. During the waiting time, peer b continues to consume frames in the
frame-buffer. Consequently the size of frame-window would reduce, and so as for
all its descendent peers. This puts all these peers in danger of buffer underflow.
Finally, for the cases of (d) and (f) in Fig. 3, the new parent peer can forward the
immediate next frame (required by the child peer) and all the following frame
smoothly.
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Fig. 2. An example of peer reconnection (a) the multicast tree before and after
the peer b fails. (b) frame-window statues of the four peers before peer b fails
(c) frame-window statues of the nodes after peer b fails
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Fig. 3. Possible relations of two frame-windows. (a)-(b) disjoin; (c)-(d) partial
overlay; (e)-(f) cover

3 Our Approaches

Our approaches to deal with the problems are basing on effective frame-buffer
management. Our approaches make no assumption on the underlying P2P net-
works or on the mechanisms to maintain the multicast trees. Existing P2P
streaming systems can integrate our approaches to their systems easily.

3.1 System Models for Frame-Buffer Management

In general, several factors determine the contents of frame-buffer in each par-
ticipant peer: (1) the frame-buffer size, (2) the starting frame the peer received
from its upstream peer when it joins the multicast tree, (3) the frame rate the
peer received from its upstream peer, (4) the frame rate the peer consumes the
frame for playback, (5) the individual frame rate the peer forwards the frames
to each of its downstream peers, (6) the network delay between the peer and
its upstream peer, and (7) the frame-retransmission mechanisms. Among these,
we assume each peer is required to reserve a fixed size of memory space as
frame-buffer, which is organized as a circular queue. Meanwhile, since frame-
retransmission mechanisms are mainly for recovery of transient faults but not
particularly designed for the problems we discussed, we ignore the effects in the
following discussion. Other factors are taken into accounted and parameterized
with notations summarized in Table 1. A new join peer should conduct a join-
process before it starts to receive the broadcast streaming. When the new join
peer successfully find a peer as its parent peer, the parent peer starts to forward
the streaming data to the new join peer at a rate of RcatchUp.

The system model applies for all peers except for the source peer which by
definition is the root node of the multicast tree. We assume the source peer
always keeps its frame buffer full. A possible strategy to commit the assumption
is to let the source peer fills up its frame-buffer before it start to playback and/or
accept peer join requests. Also, according to this assumption, it is not hard to
find that the synchronized frame rate, rsync, is equal to Rplayback, RcatchUp or
zero. The case for rsync = 0 is due to the peer or one of its ancestor leave (or
fail).
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Table 1. System parameters

Notation Description

B Frame buffer size.
Tinit Threshold value, representing the time lag to retrieve first frame in

the frame-buffer for playback after the time the first frame enters the
frame-buffer.

Rplayback Frame playback rate.
RcatchUp Catch-up frame rate, representing data forwarding speed of a parent

peer to its child peer when a child peer connects to the parent peer.
The parent peer will maintain the forwarding speed till the time the
next frame for the child peer reaches the end of the parent peer’s frame
buffer. Then, the parent peer changes its forwarding speed to synchro-
nized rate, rsync.

rsync Synchronized frame rate, representing data forwarding speed of a parent
peer to its child peer at the same pace as the speed the parent peer
received the data streaming from its immediate upstream.

di,j Network delay between peer i and peer j.

3.2 Phase Synchronization

Our approach to achieve phase synchronization is quite straightforward. In stead
of using a complicate synchronization mechanism to coordinate among peers, we
impose the synchronization mechanism, each time, on two peers only: a new join
peer and its parent peer. To synchronize the phase of a new join peer with its
parent peer, we should guarantee the time the first frame presents to the viewers
on the new join peer is equal to (or nearly equal to) the time the same frame
presents to the viewers on the parent peer. Since the frame buffer is organized as
circular queue, the first frame into the frame-buffer of the new peer is the frame
same as or later than the first frame the parent peer sends to the new peer,
referred as startingframe. Consequently, proper choice of the startingframe
for a new join peer on the parent peer is the key to achieve phase synchronization
between the two peers. Assume a new join peer i successfully finds a peer j as its
parent peer and the parent peer j gets ready to send the first frame (the starting
frame) to peer i. The time tphase, defined as the elapsed time between the time
the starting frame was sent out from peer j and the time the frame would be
retrieved from the frame-buffer of peer i, can be obtained by

tphase = di,j + Tinit . (1)

And, the starting frame s for the new peer i can be obtained by

s = f(t0 + tphase) , (2)

where the function f(x) indicates the frame with designated presentation time of
x, and t0 is the designated presentation time of the first frame in the frame-buffer
of the parent peer.
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Equations (1) and (2) provide a simple formula for a peer to find the starting
frame on its frame-buffer for a new join peer. If the starting frame is available
on the parent peer, then the parent peer proceeds to forward the consequence of
streaming data starting from the starting frame. If it is not, it waits if the starting
frame can arrive in a short time. It is worthy of noting that the calculation of
the starting frame needs to be conducted only during peer-join process. For the
case a peer switches to a new parent peer (for example, due to leave or failure of
its parent peer), the new parent peer needs not recalculate the starting frame for
the peer. Information about the starting frame the peer should have is provided
by the re-join peer along with the peer’s reconnection requests.

3.3 Seamless Peer-Reconnection

To provide seamless peer-reconnection we should prevent frame-buffer mismatch
between two peers in peer-reconnection processes so that with high probability
frames can be playback smoothly. Two things should be done. First, we should
validate the frame-buffer status between the new parent peer and the child peer
in peer-reconnection process. The second is to keep the frame-windows aligned
among peers most of the time. For frame-buffer checking, we develop a check
rule as Lemma 1.

Lemma 1. Peer i can be selected as new parent peer of peer j, if

(1) ej > bi and bj < ei, and
(2) ei > ej or (ej − bj)/Rplayback > (ej − ei)/ri + Tthreshold,

where (bi, ei) and (bj , ej) are first and last frame number at the frame buffers
of the peer i and peer j respectively, Rplayback is the playback rate defined
before, ri is the receiving frame rate of peer i from its parent peer, Tthreshold is
a constant value. The first rule of Lemma 1 is to prevent the cases of selecting a
parent peer with its frame-window disjoins with the frame-window of peer i (as
the cases shown in Fig. 3(a) or Fig. 3(b)). The second rule is to make sure the
new parent peer be able to provide the streaming data following the last frame
available in the frame-buffer of peer i in time.

Lemma 1 is a check rule for general cases. On the P2P streaming systems
utilizing the buffer management mechanism we proposed, the check rule can
be more likely to meet, since the phase synchronization mechanism discussed
before would make the frame-windows nearly align in the long run. Two frame
windows, (bi, ei) and (bj , ej) are said to be nearly aligned, if |bi − bj | < δ1 and
|ei − ej| < δ2 where δ1 and δ2 are a small value comparing with frame window
size.

Lemma 2. In the proposed P2P system model, the frame-window of a peer i
will nearly align with that of its parent peer j within a constant time Talign =
di,j +B/(RcatchUp−Rplayback), if no network or system faults happen to both of
the peers during the time.
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Lemma 3. In the proposed P2P system model, the frame-window of a peer i will
nearly align with all those of its ancestor peers within a constant time Talign =
n ∗ d+B/(RcatchUp −Rplayback), if no network (or system) fault happens to all
these peers during the time, where n is the level of the peer in the multicast tree
and d is the maximum network delay between peers.

4 Implementation and Experimental Results

A prototype system to provide P2P streaming services is built to verify our de-
sign approaches. The prototype system is basing on SpreadIt [1] as a building
block. We made some enhancements to the original source code to handle peer
join/leave/reconnection smoothly, and integrated the proposed buffer manage-
ment scheme to it. The prototype system tightly works with open standards,
such as RTP/RTSP for media streaming transport protocols, and Darwin/QTP
(Apple Quick Time Player) for media server and client player. When a peer joins
or reconnects to a new parent peer, the frame-window of the peer is sent along
with its join/reconnection requests carried in RTSP packages.

Fig. 4. A snapshot for all the three peers after they successfully join the program
stream. During experiments, we recorded the screen of each peer. The video clips
taken from the three peers are put together for comparison (peer1 is in up-left,
peer2 is in up-right, and peer3 is in down-right). The broadcasted program is a
digit timer. Results show that the playbacks on all the three peers (except the
source peer, peer1, which is 9 to 10 seconds ahead others for frame preloading )
are synchronized. Both media players on the peer1 and peer2 were showing the
frame of 03:14 at the time 18:38

Some experiments with limited system size of three were done for real tests.
The P2P middleware we implemented (NtouPCast) and a Quick Time media-
player (QTP) were included in each peer. Initially only peer1(as source peer)
are available in the system. Then, we had peer2 and peer3 join at different time.
Fig. 4 shows a snapshot of the results, which shows all peers (except the source
peer) are synchronized in phase. The phase difference between the source peer
and other peers is the buffer size (in the unit of playback time). We also did
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some experiments on the cases of peer leave and failure, and the results showed
the prototype system can work well.

5 Conclusions

While many P2P streaming systems have been proposed, most of them focused
on structure construction and maintenance, error resilience, and security. Is-
sues on frame buffer management to reduce degrees of frame-window mismatch
between peers and phase-skew among peers were ignored or over simplified.
We point out the problems and investigate some design principles. An in-phase
scheme by carefully selecting the starting frame for a new join peer was pro-
posed to reduce phase-skew. Also, under the in-phase scheme and the proposed
frame forwarding control mechanism, we make all peers’ frame-windows nearly
align and consequently reduce the buffer mismatch during peer reconnection.
Our research results complement current available research results contributed
by other researchers. The proposed approaches make no assumption on the un-
derlying P2P networks or on the mechanisms to maintain the multicast trees.
Existing P2P streaming systems can integrate our approaches to their systems
easily.
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Abstract. 3sons is a distributed overlay network services framework
based on hierarchal semi-structured topology. Its excellent characters
include good scalability,high utilization rate of network resources and
strong robustness. Every node of 3Sons maintains two static neighbors
and �logN� dynamic neighbors, which can guarantee network connectiv-
ity and improve the success rate of fuzzy lookup. 3Sons can effectively
reduce the average lookup length and improve transmission performance
by adjusting dynamic neighbors and optimizing forward routes according
to current traffic of network. The simulation results show that 3Sons can
get higher lookup success rate with shorter average lookup length, and
lower fuzzy lookup workload of network, so that it can better support
large-scale overlay service.

1 Introduction

Through engineering the software at Internet end hosts, overlay service can be
quickly constructed and easily upgraded as well as bringing large-scale wide-area
distributed services to the masses. Most of the current researches implied that
every overlay service is independent, and hadn’t considered the traffic jitter and
the decline of network performance due to independent resources management
and congestion control. If we can design a general substrate framework to support
multiple services, we will get fundamental solution to these problems.

3Sons (Semi-structured Substrate Support for Overlay Network Services) is
an overlay network service scheme based on hierarchical semi-structured dis-
tributed topology, which can support multiple overlay services. Because of adop-
tion unified substrate routing, 3Sons has excellent characters as good scalability,
high utilization rate of network resource and strong robustness. Besides substrate
routing, we can also construct specific routing policies based on point-to-point
data transmission. 3Sons-based services can lead to high lookup success rate
with short average lookup length, and low fuzzy lookup workload of the whole
network.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 590–599, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Related Works

To realize special functions, many overlay services had been designed(e.g. P2P,
application layer multicast, Service-oriented fast route recovery[1] and QoS guar-
antee[2], etc.). Those services always adopt different topology structures.

Fully connected topology structure The RON(Resilient Overlay Net-
work) nodes monitor the functioning and quality of the Internet paths among
themselves, and use this information to decide whether to route packets directly
over the Internet or by way of other RON nodes. Every RON node takes part
in distributed route protocol to exchange routing metrics. In the network of N
nodes, Every node need to maintain N − 1 neighbors’ information, which leads
RON’s poor scalability.

Maintaining finite neighbors To improve the scalability, it is important
to limit the number of neighbors of each node. The normal policies are described
in this section:

Unstructured overlays organized nodes in a random graph, e.g. Gnutella[11]
and Napster[12]. Each node is equal and maintains several neighbors selected
at random. Unstructured overlays always use flooding or random walks[13] al-
gorithms to find where the destination is. It’s simple enough to implement but
more query levels are needed to increase lookup success rate. In some cases, the
query may fail even if the goal node has existed. In addition, the unstructured
topology structure can’t support those services efficiently because the accurate
keyword lookup is unavailable.

Structured overlays assigned keyword to responsible node and maintained
keyword-correlated neighbors, e.g. CAN[14] and Chord[15], etc. In the structured
overlays, we can adopt cache techniques to improve lookup efficiency. However, it
brings relatively heavy control workload for keeping neighbors’ specific position
under the dynamic environment.

3 Topology Organization

To maintain topology of network, the node must exchange information with
neighbors periodically, which brings control workload. The workload keeps direct
relations with the number of static neighbors[16].

Three features that distinguish Chord[15] from many other peer-to-peer look-
up protocols are its simplicity, provable correctness, and provable performance.
Though each Chord node maintains a successor to guarantee the system scala-
bility, the average lookup length is relatively long. Optimized Chord is simple,
routing a key through a sequence of O(logN) other nodes toward the destination.
A Chord node requires information about O(logN) other nodes for efficient rout-
ing, but performance degrades gracefully when that information is out of date.
This is important in practice because nodes will join and leave arbitrarily, and
static O(logN) state may be hard to maintain.

So, We have chosen Chord as basic structure to design our 3Sons. with the
structured and unstructured topological advantages in combination. We call the
structure as semi-structured topology and show it in figure 1.
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Fig. 1. Hierarchical topology of S-Chord

The 3Sons node has maintained two static neighbors to construct founda-
tional annular topology. Forwarding to static neighbor clockwise or counter-
clockwise, we can reach all nodes of subnet and guarantee the connectivity of
the network. We have also used hierarchical structure to reduce the number of
nodes of subnet. Even if we use flooding or random walks to realize fuzzy lookup,
we can still obtain higher lookup success rate than unstructured overlay.

We maintain �logN� dynamic neighbors besides two static neighbors in 3Sons.
The dynamic neighbors choose the routing with smaller hop-count as new dy-
namic neighbor according to the present traffic in the network. So, the average
lookup length is reduced obviously among the whole network. To decrease the
influence of dynamic change, we choose dynamic neighbors at random and don’t
need to keep the special relation with the local node ID. The result of compari-
son among 3Sons, Chord and optimized Chord is shown in table 1. In dynamic
environment, every node of 3Sons only maintains two static neighbors valid-
ity to keep topological integrality, and the control workload is obviously low.
Otherwise, the invalid dynamic neighbors will be updated by dynamic neighbor
adjusting algorithm.

Table 1. Comparisons among 3Sons,Chord and optimized Chord

character Chord optimized Chord 3Sons

static neighbor 1 logN 2
dynamic neighbor 0 0 logN

average lookup length long short short
flexible strong weak strong

control workload low high low
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In 3Sons, the physically closed nodes construct subnet through distributed
self-organizing method. Each subnet elects one node with good performance as
agent, and all subnet agents form the upper network of the hierarchical structure.
Both subnet and the upper sub network use semi-structured topology structure.
The identification of node is made up of two parts in 3Sons, the subnet ID and
the local ID, which are produced by applying IP address to SHA-1 [4].

4 System Structure and Component Design

In this section, we will describe the topology maintenance, substrate support
routing and dynamic neighbor adjusting in detail.

4.1 Topology Maintenance

This module keeps topological integrality in distributed self-organizing method.

– New node joining The applicant broadcasts the probe packet carrying
node ID and IP address and use TTL to restraint the probe range. Accord-
ing to apperception, the applicant confirms its static neighbors and chooses
�logN� dynamic neighbors at random . If the applicant has not collected
enough information to create connection with left and right neighbors, it will
neglect this application and repeat again after some time. During this pro-
cess, lots of the nodes in different subnets might send apperceptions to new
applicant nodes which may choose one of the subnets randomly to achieve
the joining operation.

– Agent bootstrap We adopt the procedure similar to Yallcast and YOID[6].
Suppose that 3Sons system has a related DNS domain name, and the domain
name can be parsed into one or several bootstrap node IP address. New agent
sends the joining application to its left and right agent neighbors, and creates
the connection.

– Node quit The adjoint nodes use keep-alive packets to confirm forwarding
path validity. The keep-alive packet carries information of static neighbors.
So the node can keep the topological integrality when it breaks down or quit
the system.

4.2 Substrate Support Routing

Three kinds of substrate topological route methods are offered to support dif-
ferent overlay services.

– precise routing: Each node chooses the next hop node according to local
routing table, whose ID is the closest to destination’s. If the destination is
not in same subnet, the node will regard the local agent as the middle node.
If there are no closer nodes, the local host will consider that the destination
can not be reached. Every 3Sons node needs to maintain 2+ �logN� routing
table items, so, space and lookup complexity are all o(2 + �logN�). Because
we have maintained �logN� dynamic neighbors, with the stability of the
traffic of network, the average lookup length is close to optimized Chord.
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– flooding routing algorithm: 3Sons node duplicates and forwards the
query to all neighbors of routing table. We suppose that a node sends the
query to x new node each time. After flooding k times, the query will be
transmitted to

∑k
i=1 x

i nodes. The flooding level should not be less than
logx(N − N+1

x ) to ensure the query reach most nodes of the subnet. In prac-
tice, we fetch the upper limit logx(N). Every 3Sons node maintains two static
neighbors and �logN� dynamic neighbors. To simplify our design, we only
consider the impact on flooding levels of the dynamic neighbor’s count. It
is LF that we define the flooding routing levels to ensure the higher lookup
success rate.

LF = � log2N

log�log2N�� (1)

– random walks routing algorithm: 3Sons node randomly duplicates and
forwards the query to one or two neighbors of routing table. So, we can
think approximately that node sends the query to 1.5 new node each time.
According to the similar analysis of the flooding routing algorithm, random
walks routing is defined as LR to ensure the higher lookup success rate.

LR = � log2N
log1.5

� (2)

4.3 Dynamic Neighbor Adjusting

Every 3Sons node checks the traffic statistics regularly, if it finds that the flow
sent out from node A via itself to node B exceeds certain threshold, it will
send the notice to node A and asks node A to create a direct route to node
B. Node A selects the dynamic routing table item whose traffic statistic value
is minimum, then replace next hop of the item with node C. A consultation is
needed between node A and C to ensure the connect be correctly built. Through
dynamic adjustment of the neighbors, we can reduce the average lookup length
effectively.

5 Simulation and Result Analysis

This section presents a detailed evaluation of the 3Sons using simulations. We
implemented a simple discrete event-based simulator which assigns each appli-
cation level hop a unit delay. To reduce overhead and enable the simulation of
large networks, the simulator does not model any queuing delays or packet loss
on links. The simplified simulation environment was chosen for two reasons: first,
it allows the simulations to scale to a large (up to 20K) number of nodes, and
secondly, this evaluation is not focused on proximity routing depended on link
status. Since our basic design is similar in spirit to Chord, we believe that heuris-
tics for performing proximity-based routing can be adapted easily to 3Sons.

Experiment 1 In the subnet with 2000 nodes, we measure the influence of
different dynamic neighbor’s count to average lookup length on precise routing,
and the result is shown in figure 2.
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Fig. 2. Average lookup length in different dynamic neighbor’s count

Because of the use of the dynamic neighbor adjusting algorithms, the for-
warding path of larger traffic has been optimized as time goes. The average
lookup length of the whole network decreases obviously. 3Sons adopts the policy
of maintaining �logN� dynamic neighbors, and its average lookup length is close
to or slightly superior to optimized Chord.

Experiment 2 In the subnet with 20000 nodes, we measure the influence of
different subnet scale to average lookup length on precise routing, and the result
is shown in figure 3.
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Fig. 3. Average lookup length in different subnet scale

As the number of dynamic neighbors of 3Sons node is the logarithm of subnet
scale, it increases slowly with the increase of the subnet scale. In addition, since
we have used the dynamic neighbor adjusting algorithms, the average lookup
length is not sensitive to subnet scale. In the following experiments, we set the
node number as 200 in each subnet, and there are 100 subnets in the 20000-node
network.
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Experiment 3 Under certain node failure probability, we measure the lookup
success rate. In this experiment, we have introduced the recovery probability
with fault node. The result of experiment is shown in table 2.

Table 2. Lookup success rate in precise routing algorithm

fault(%) recover(%) send packets receive packets success rate

0 0 186854 186854 1
5 0 149970 121271 0.808635

10 159094 136710 0.859303
20 164549 147184 0.894469

10 0 123260 85105 0.690451
10 137704 104571 0.75939
20 147217 119216 0.809798

With the increase of node fault probability, the lookup success rate to single
copy will drop by a large margin. If the node can be recovered fast, the lookup
success rate will obviously be improved.

Experiment 4 To compute flooding levels and random walks levels in dif-
ferent subnet scale. The result is shown in figure 4.
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With the enlargement of the subnet scale, the number of dynamic neighbor
will rise slowly, leading to slow growth of the flooding and Random walks al-
gorithm level at the same time. A higher lookup success rate of single copies is
ensured.

Because composition is limited on space, we can only illustrate 3Sons system
briefly. Please consult the technique report(http://netlab.cs.tsinghua.edu.cn/)
to find the detail.
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6 How Does 3Sons Support the Services?

Overlay services can directly use substrate supporting routing algorithms for
communication. They may also construct specific routing policies based on point-
to-point data transmission. In this section, we take keyword accurate lookup,
fuzzy lookup and multicast as examples to explain how to support different
services in 3Sons.

– keyword accurate lookup based on 3Sons: We use function H (SHA-
1[4]) to transform the keyword key to keyword ID, and transmit the query
whose destination subnet ID is the keyword ID to destination agent. If the
destination subnet ID and the local host subnet ID are the same, the local
host forwards the query to the next hop neighbor whose ID is the closest
to the destination ID. Otherwise, the local host forwards the query to local
agent. The agent transmits the query to next hop agent whose ID is the
closest to destination subnet ID, until the query reaches agent whose subnet
ID is closest to the destination subnet ID. Then, 3Sons node forwards the
query whose destination ID is the keyword ID from agent to destination. We
store the keyword in final node. The procedure of keyword lookup is similar
to keyword storage.

– keyword fuzzy lookup based on 3Sons
• keyword storage The keyword storage of fuzzy lookup is similar to

accurate lookup’s.
• keyword indexing Agent keeps the keyword ID table whose index is

from 0 to 255 and indexes all keywords stored in the subnet[5]. The
basic indexing scheme is to split each string to be indexed into ”n-
grams”: distinct n-length substrings. For example, a keyword ”Semi-
structured” could be split into thirteen trigrams:Sem, emi,mi -,i-s, -
st,str,tru, ruc,uct,ctu, utr,ure, red. To reduce memory workload of agent,
we use hash function H2 to map these trigrams to index of keyword ID
table, and register the keyword ID in the table item. We use Maj(a, b, c)
in SHA-1 to balance keyword ID count in every table item. Supposing
the substring is ”abc”, the equation of function H2 is shown as follows:

H2 = (a ∧ b)⊕ (b ∧ c)⊕ (a ∧ c) (3)

• keyword lookup (1)The source node forwards query to local agent;
(2)Carrying on the flooding in the upper subnet area, we determine
the flooding levers as LF + 1 because it will cause all keywords in the
subnet ignored if the query can not be transmitted to relevant agent.
(3)The agent match function returned TRUE creates new query to local
subnet with flooding levels LF . Keyword match function is used to judge
whether the keyword is stored in local subnet. Lower flooding level is
with lower query success rate, however, higher flooding level with higher
query success rate brings heavy workload of network and greater average
lookup length as well. In addition, it is very difficult to confirm the levels
of flooding in Gnutella. However, in 3Sons system, agent can confirm the
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flooding levels of upper subnet area and subnet by equation (1), and win
higher query success rate with smaller workload of network.

• keyword transfer: When new subnets or nodes join and depart from
the network, it is necessary to check keywords of relevant node neighbors.
The procedure is similar to Chord.

– multicast based on 3Sons: The service of multicast group maintains the
multicast tree, and uses precise routing offered by 3Sons to realize point-
to-point data transmission. We use one keyword to identify the multicast
group, and a node to store the keyword is the root of n-tree.
• confirm the root in different layer: The multicast group is di-

vided into three layers. 1)The service provider is the root of the first
layer(Proot); 2)The agent in the same subnet is the root of the second
layer(Aroot) and connected with Proot to decrease the depth of the whole
tree; 3)The agents of other subnets are the roots of the third layer(Sroot).

• join procedure: When the node applies to join the multicast group, it
sends the application to Proot node. Each node of the forwarding path
checks whether it is the root itself before forwarding. If it is, it balances
the tree and inserts the new node into the group. If the root has not
become a member, it sends a new application to Proot. Otherwise, it
continues to transmit the application to the root of tree until finishes
the join procedure.

• balance the tree:When the root receives an application, the balance
procedure starts. The application is delivered from root to leaf. The node
of forwarding path inserts the applicant into children set when the num-
ber of its children is less than n, otherwise, it forwards the application
to the child-tree which has smallest scale. If we define NA and NS as the
members in upper subnet and subnet, then the upper limitation of the
depth of multicast tree is DM .

DM = �lognNS ∗ (n− 1) + 1�+ �lognNA ∗ (n− 1) + 1�+ 1 (4)

• member quit normally: All members of multicast group use keep-alive
packet to assure the father and children nodes available. If a node is going
to quit the group normally, it selects a leaf from child-tree randomly to
replace its position.

• member break down: If a node breaks down and leave the group with-
out informing its children, its children will rejoin the tree by repeating
the joining procedure.

7 Conclusion

We proposed hierarchical semi-structured overlay topology, and set up 3Sons
which is distributed overlay service support scheme. Its excellent characters are
good scalability,high utilization rate of network resource and strong robustness.
3Sons node maintains a few dynamic neighbors besides two static neighbors.
The dynamic neighbors can choose the route with smaller hop-count as new
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route according to the present traffic in the network. So, the average lookup
length is reduced and the query success rate is increased. We described how
3Sons supports large-scale services and gets good performance. In this paper, we
proposed how to confirm the number of dynamic neighbors, flooding level and
random level to ensure the higher lookup success rate be achieved.
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Abstract. A core challenge in peer-to-peer systems is efficient location
of large numbers of nodes or data sources. This paper proposes a novel
catalog search for the large distributed XML data sources based on con-
sistent hashing, and the improved algorithm is given to speed the key
location. Utilizing this model with data summary can quickly process
queries for XML repositories. Results from performance simulation show
that our approach has significant improvement.

1 Introduction

Web search requires a large number of nodes to provide desired results. There-
fore, the core problem is efficient location of data sources in Peer-to-Peer sys-
tems, which have no central point of failure and no central repository necessary
to maintain. This paper presents a novel catalog search for a large distributed
XML data sources. In addition, it can be used to perform other tasks such as
query optimization.

The rest of the paper is organized as follows. In the next section we briefly
discuss related work on Web search or lookup and the contributions of this paper.
In section 3 preliminary definitions are given in detail. Section 4 describes our
system model for XML data sources in P2P systems. Section 5 presents the
performance evaluation. The conclusion and the future work are given in final
section.

2 Related Work

There are many representatives of distributed catalog search such as Napster,
Gnutella and Chord etc. Napster and Gnutella [5] provide a search based on the
keyword. Napster uses a central index, which results in a single point of failure.
Gnutella floods each query over the whole system that leads to high processing
costs in large system. Chord [3], which built on Distributed Hash Tables (or
DHTs), forwards message based on numerical difference with the destination
address, however, it makes no explicit effort to achieve good network locality
and allows only simple key for query.
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Our engine makes use of data items that often appear in queries, such as
metadata and word characteristic of a specific node. Based on consistent hashing
approach, these data items can be mapped to the corresponding nodes and these
identifiers can be used to direct queries. When nodes join or leave the system,
they exchange information through node routing table. Therefore, the identifier
hashing ring drives selection of promising data sources. The contributions of this
paper are:

• The consistent hashing approach is utilized to construct a catalog search in
P2P systems

• The catalog search for querying large XML repositories is proposed to de-
termine which nodes or data sources should receive queries based on query
content.

• The model can provide good scalability when new nodes join or leave, and
good load balance fairly across the participating nodes.

3 Preliminary Definition

In this paper, node data are defined as data summary (or catalog information)
in order to be known by other nodes in a P2P network. The data summary is
defined as follow:

Definition 3.1 : Ni(1 ≤ i ≤ n) denote the n nodes, Di(1 ≤ i ≤ m) denote
the m data items of a data source for the Ni node, the data summary set Ci =
{(Kj, Sij)|Sij is a summary of Kj on node Ni}(1 ≤ j ≤ m)}.

The key items Kj are present in the data items Di. Each Sij is the data
summary corresponding to Kj and depends on the data of node Ni. The catalog
service determines which nodes a query Q should execute on using the key items
Kj and map(). The key items Kj are extracted in Di from a query.

Definition 3.2: the function map() = {Q} × {{Ci|1 ≤ i ≤ n}} −→ {Ni|1 ≤
i ≤ n}, uses Kj in catalog information Ci to examine the relevant sets of data
summaries in order to determine the nodes storing data relevant to Q.

Theorem3.1: for a given query Q, map (Q, {Ci}) = {N |P1
∨
P2}.

Proof: parameter P1 is a non-empty results set generated by Executing Q
on N, on the other hand, parameter P2 is the final results set generated by
Executing part of Q on N. It covers the case in which Q requires a join or an
intersection of data across different nodes. Therefore, for a given query Q, the
final result consists of {N |P1

∨
P2}.

In this paper, the design of model are used in the large network of distributed
XML data repositories, where Di is a set of XML documents, and Kj is a set
of the most frequent element tags and attribute names, as well as their parent
or children (or ancestor and descendant) in Di .Each Sij is a data summary
corresponding to Kj and depends on the data of node Ni. For example, a data
summary for the element ”price” on node Ni might contain all the unique paths
lead to ”price”. As follow, table 3.1 give a data sample using a simple Xpath
[11] to illustrate how the above definitions is used in XML repositories.
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Table 3.1: Path in XML data of node Table 3 .2: The data summary of Kj

Elements such as ”product”, ” price”, ” title”, as well as their parent el-
ement ”catalog”, ”superstore”, are designed as keys Kj according to element
frequent occurrences. Each summary Sij contains a set of all possible paths in
the data table that lead to Kj . For example, data summaries of nodes con-
taining the element ”title” are described as S1,title = {product/title},S2,title =
{catalog/product/title, superstore/product/title} etc. Similarly the data sum-
maries table of XML data can be obtained in table 3.2.

4 System Model

4.1 Consistent Hashing Ring

Definition 4.1: A consistent hash function f is : 2B × I −→ B.fv(i) is the bucket
to the data item i assigned in view v , fv(i) ⊆ v . A consistent hash family F is
a set of consistent hash functions and a random consistent hash function f is a
function drawn at random from a particular consistent hash family.

i is a data item and I is the set of data items, B is the set of buckets, In is
the number of data items (In =| I |), v is a view in any subset of the buckets
B, The consistent hash family F have the properties of smooth and good load
balance [6]. They can fairly spread data items to the relevant bucket.

In our model, an m-bit identifier is assigned to each node and key. Node iden-
tifier obtains through hashing the node’s IP address and port and key identifier
obtains through hashing the key. Identifiers are ordered in an identifier circle
module 2m. A identifier key k is mapped to the closest node whose identifier is
equal to or follows k, denoted by successor (kj). If identifiers are represented as a
circle of numbers from 0 to 2m−1,then successor (kj) is the first node clockwise
from kj .

For the network of large distributed XML repositories above (section 2). An
identifier ring with m=6 (mod 26) bits is chosen. By hashing XML documents,
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identifiers for the set of nodes {N1, N2, N3, N4, N5, N6, N7, N8, N9} are gener-
ated, denoted as {n6, n13, n18, n25, n33, n41, n46, n50, n59}, while by hashing
elements of XML document, identifiers for the set of keys {K1,K2,K3,K4,K5}
are obtained, denoted as {k47, k10, k5, k11, k57}. Consistent hashing maps keys
to nodes in the identifier ring, each key is assigned to its successor node, which
is the nearest node travelling the ring clockwise. For example, key 5 would be
located at node 6, since the successor of identifier 5 is node 6. Similarly, keys 10
and 11 at node 13 etc, as above figure 4.1.

Figure 4.1: The identified hashing ring

4.2 Key Location

Lookup can be performed in an identified hashing ring. Queries for identifier keys
can be passed around the circle via these successor pointers until they encounter
the nodes obtaining the desired identifier. This approach is simple but very low
efficient. Take the lookup for key 57 through node 6 for example, Node 6 will
lookup its successor node 13, if key 57 is not found, then node 13 will lookup
node 18, analogically, until the node 59 holding key 57 is returned eventually.
The query visits every node on the circle among node 6 to 59. An improved
algorithm as follow is adopted to speed the key location. For m-bit key/node
identifier, let each node n maintain an additional routing table with m entries.
This routing table enables each node to store more information about near nodes
succeeding it on the identifier circle than other nodes farther away.

Let point[k] is the first node on circle that succeeds (n + 2k−1)), (1 ≤ k ≤
m,mod 2m), successor is the next node of node n in the identifier circle, pre-
decessor is the previous node of node n on the identifier circle. The ith en-
try at node n in the routing table contains the identity of the first node point
[i] = successor(n + 2i−1), (1 ≤ i ≤ m,mod 2m) , node point[i] is called the ith
point of node n. Note that the first point of n is the immediate successor of n
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on the circle. Table 4.1 shows the routing table of node 6(m=6,mod 26) in the
identifier ring (Figure4.1). The first point of node 6 points to node 13, since node
13 is the first node that succeeds (6+20)=7. Similarly, the second point of node
6 points to node 13, since node 13 is the first node that succeeds (6+21)=8. The
last point of node 6 points to node 41, because node 41 is the first node that
succeeds (6 + 25) = 38.

Algorithm key-location
Input: queried key id and node n on which lookup starts
Output:the node n’ holding the key
1. If (id ∈ (n, successor))
2. n′ = successor ;
3. else
4. n.routing- table;
5. for i = m down to 1
6. if (point[i] ∈ (n, id))
7. n′ = point[i] ;
8. go to 14 ;
9. else
10. for i = m down to 1
11. if the largest point[i]id
12. then n = the largest point[i] ;
13. go to 1 ;
14. Output the result n’

Table 4.1: The routing table of n 6

The improved algorithm can be performed in an iterative style. In this style,
a node asks a series of nodes for information from their routing tables, each
time moving closer to the desired successor on the identifier ring. For example,
suppose node 6 wants to find the node holding key 57. Since the largest point
of node 6 that precedes 57 is node 41, node 6 will ask node 41 to resolve the
query. In turn, node 41 will determine the largest point in its routing table
that precedes 57, supposing node 50. Finally, node 50 will discover that its own
successor, node 59, succeeds key 57, and thus will return node 59 to node 6.
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On average, only [log2b N ] rows are populated in the routing table. The choice
of b involves a trade-off between the size of the routing table (approximately
[log2b N ]× (2b−1) entries) .With a value of b=4 and 106 nodes, a routing table
contains on average 75 entries and the expected number of routing hops is 5.
While with 109 nodes, the routing table contains on average 105 entries and the
number of routing hops is 7.

4.3 Catalog Query for XML Repositories

A complicated Xpath query Q can be decomposed to the set of simple queries
{q1, q2,... qn}[9][11]. The system can handle regular Xpath queries such as the
form Q = /q1[e1]/q2[e2]/.../qn[en] op value. Given a Xpath query, the catalog
service engine will determine which nodes in the system should receive the query.
The algorithm of catalog query for XML repository is given as follow:

Algorithm: catalog query
Input: A query Q {q1, q2,... qn} and E{e1, e2, ...en} is the
set of keys extracted elements or attributes from Q
Output: The data summaries Sij satisfying Q
1. LetN = Φ,K{k1, k2,...kn} is the identifier of E
2. Call algorithm key-location , then return NC{(k1, n1),
(k2, n2),...(kn, nn), (ki, ni)} , the set of the identifier pair on identifier ring
3. Pick the next qi, ei, visit the node NC and table3.2,
then retrieve the set of Ni

4. Let N = N
⋂
Ni, or N = Ni , if N = Φ,Q = Q− {qi, ei}

5. If Q �= Φ go to 3
6. Execute the N satisfying Q
7. Output the data summaries Sij satisfying Q

Figure 4.2

For example, Q is a query of ”//product/title = ”SONY − TV ”/price” ,
which retrieve the price of product by title ”SONY-TV”, It can be divided into
two branches: Q1 is the query of ”//product/price” and Q2 is the other query
of ”//product/title = ”SONY − TV ”” . Both branches must be satisfied and
the result of query will be sent only to those nodes that have both paths in
their repositories. Suppose query Q starts from nodeN8 . Through the above
algorithm step1 and step 2, we can find the key of element price is K3 and is
located on node N1 . Similarly, the key of title is K4 and is located on node N2
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the key of product is K1 and is located on node N8 . Figure 4.2 describes the
produce of query from step 3 to the final execution.

Firstly, Q is sent toN1 based on price andQ1, then the setN11 = {N1, N8, N9}
is produced. Secondly, based on Q2 . Q and N11 are forwarded to N2 , which is
relevant to title. Q2 contains a value predicate ”SONY-TV” on title. Therefore,
both structure and value summaries are utilized to select relevant nodes. Sup-
pose only N9 satisfied and produce the set N21 = {N9} . Finally, according to
the theorem 3.1 in section 3, N8 sends Q to N9 for execution because it is the
only node appearing in N11

⋂
N21 .

5 Performance Evaluation

Our simulation experiments are to evaluate the validity of our model and abil-
ity of processing catalog queries. Three different distributed networks obtaining
respectively 1000, 5000,10000 nodes were set to verify the performances of the
average response times of queries, load distribution and the effect of node join
or leave.

Figure 5.1: The average response time Figure 5.2: The load distribution

Table 5.1: The effect of join or leave of nodes
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Figure5.1 shows the average response times of our model using the improved
algorithm (black histogram) and DHT alone, (blank histogram) without any
provision for adapting to query workload. Obviously, the response times using
our model are greatly reduced.

Figure5.2 shows the load distributions of queries across the network of 5000
nodes. The real line represents for the load distribution of our model and the
broken line for DHT. The different nodes take charge almost the same number
of queries in real line. This indicates our model can spread more fairly queries
to different nodes than DHT and has better load balance.

In table5.1, we evaluate the scalability of the model. When nodes join or
leave, queries at different rates across network of 10000 nodes and the number of
query failure can be tested. From the table we note that there are few failures,
timeouts may still occur during the query operation.

6 Conclusion and the Future Work

In this paper, we present the catalog search for XML data sources in Peer-to-
Peer network. In essence, we adopt consistent hashing approach to map the keys
of catalog information to the closest node. The research model is based on query
processing for the large distributed XML repositories. Results from simulation
experiment evaluate the good performance of the model. We need to develop the
future research for join algorithms, as well as various query processing techniques.
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Abstract. In this paper, we study problem of impatient packets in mul-
timedia multi-access communication channel. Impatient users generally
mean the users who leave the system if their service is not started before
their respective deadlines. Their characteristic is perfect match to that of
the packets with hard delay bound in real-time communication. In real-
time communication, one of the most critical performance measure is
the percentage of packets that are transmitted within hard delay bound.
We assume contention based reservation ALOHA type MAC protocol,
which is basic framework in next generation multimedia wireless LAN,
and develop analytical model for the performance evaluation of defection
probability of impatient packets. Our results show that proposed model
is strong tool to evaluate packet loss probability due to expiration of
deadline in contention based MAC protocols, which matches well with
the simulation results.

1 Introduction

We consider a problem of impatient packets (customers) in multi-access com-
munication channel. Impatient users mean the users who leave the system if
their service is not started before their respective deadlines. The performance
of queuing system is studied and evaluated in terms of defection probability of
them, where defection probability is defined as portions of packets who leave the
system before their service begin due to impatience [1][2]. One application of
this problem is the transmission of packets with hard delay bound over shared
wireless channel in real-time communication system. In the real-time communi-
cation system, timing constraints are one of the most important characteristics.
Real-time packet, which is not transmitted within the specific deadline, is useless
for both sender and receiver. Its characteristic is perfect match to the behavior
of impatient customers.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 609–618, 2005.
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For the last few decades, numerous multi-access protocols have been pro-
posed and developed for distributed users to efficiently share the single multi-
access communication channel. Initially, many research efforts were mainly con-
centrated on data service in LAN’s or satellite communication network. They
may be classified into several categories according to their rule and function.
[3][4] (i.e. fixed assignment, demand assignment, random access, and reserva-
tion). Primary performance objectives of these protocols have been high channel
throughput, low average access delay. However, in recent integrated service en-
vironment, multi-access protocols that can support real-time applications have
been studied and their performances have been evaluated in terms of tail distri-
bution of delay instead of throughput or average delay[5][6].

In real time communication environment, the distribution of access delay
rather than average access delay is what is important. For this reason, previ-
ously proposed multi-access protocols without respect to this characteristic may
not be particularly suited for real-time communication, but have been partially
used for transmission of real-time messages so far. As an example, we generally
transmit real-time messages under IEEE 802.11 DCF mode despite IEEE 802.11
PCF mode is suitable for real-time service, which is not implemented in prac-
tice. Therefore, the performance measuring tool of real time communication in
reservation protocols should be strongly required in current situation.

In this paper, we analyze the performance of reservation Aloha protocol,
which is foundation for many contention based WLAN or cellular multi-access
protocol, with impatient customer model. Our main focus here is to study the
impatient packets’ behavior induced by delay from contentions in a reservation
sub-frame. In other words, the performance of contention scheme in the reserva-
tion protocol for real-time system is analyzed. This paper is organized as follow.
Section II contains the system model. In section III, the system model is mod-
ified for simplicity of analysis and then is analyzed using impatient customer
model. Section IV validates the accuracy of analysis by comparing the results of
analysis and simulation. Conclusions are presented in section V.

2 System Model

2.1 Reservation Based Aloha Protocol

In the Aloha-reservation channel, we assume a synchronized system structure.
Time is divided into fixed-length slots. Duration of a slot is identical with the
transmission time of a packet. Users will thus start transmissions of messages
only at times coinciding with starting times of the synchronized time slots. More-
over, a fixed-frame structure is considered. As shown in Fig. 1, the slots are orga-
nized into frames with F slots in Aloha-reservation channel. Each frame consists
of a reservation sub-frame with K slots and a data sub-frame with L slots. A
reservation slot is again divided into V small slots. In a reservation period, users
contend on the KV mini-slots in a slotted ALOHA mode. Users who succeed
in making reservation can transmit exclusively packets for allocated slots of a
data sub-frame. In this case, we assume one common queue for all users that the
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queue discipline is FCFS according to the order in which reservation requests
are received. Then a user whose reservation packet is successfully transmitted
enters instantly a common queue. The user transmits the packet for allocated
slots of a data sub-frame by the queue discipline of system.

Fig. 1. Fame structure of Aloha-reservation channel

2.2 Model Formulation

We consider infinite population. Users arrive at a system according to a Poisson
process with rate λ. Each user has single packet with limited deadline γ. If the
transmission of a packet is not started before his deadline runs out, it leaves
the system. In this paper, we study for the case that the deadline of all users is
absolutely identical.

Packets that arrive in the system are required to make reservations for the
transmission in a reservation period. They will send a reservation packet con-
taining information about its identity. This packet is shorter than a regular data
packet.

For the reservation packet transmission procedure, the following contention-
based reservation protocol, namely slotted ALOHA, is employed. Users can
transmit a reservation packet at random times within certain reservation pe-
riods. In other words, they transmit a reservation packet in a randomly selected
one of KV mini-slots in the reservation sub-frame. Each reservation packet oc-
cupies a mini-slot. If two or more reservation packets are transmitted at the
same mini slot, the reservation packets are collided with each other. Then, user
who finds the failure of transmission of his reservation packet decides whether it
retransmits or not with probability β in the next reservation period.

The channel is assumed to be error-free except for collisions. The round-trip
propagation delay is not considered. However, we assume that users arriving
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within a reservation period must wait until the next reservation period to trans-
mit their reservation packets.

3 Modeling of Packet Loss Using Impatient Customer
Model

In this section, we present modeling of impatient customer behavior and its ap-
plication to the performance evaluation of real time packets in random access
environments. Then, we use modified model for simplicity of analysis and ana-
lyze the performance of the modified model using Markov chain analysis. The
accuracy of analysis using modified model will later be examined through simu-
lation. The main focus of analysis is the defection probability of users who don’t
acquire reservation before their deadline expires.

3.1 Modeling of Impatient Customer Behavior

From Boxma[2], some exact result for the M/G/m+G queue has been derived for
the case of exponential services. It should be noted that hardly any exact results
are known even for M/G/m queue, therefore it is not easy to get exact solution for
general M/G/m+G queue. Therefore we started with M/M/m+G queue. Let’s
consider the Markov process {(N(t), η(t)), t ≥ 0} for the M/M/m+G queue, here

N(t) = n when the number of customers at time t equals n and 0 ≤ n ≤ m−1:
N(t) = L when the number of customers at time t exceeds m-1:
η(t) is the time that a customer with infinite patience would have to wait

for service. It is strictly positive when N(t) = L, and it equals zero otherwise.
Define in the steady-state situation, which exists iff λF (∞) < m/β

Pj := lim
t−>∞Pr{N(t) = j, η(t) = 0}, j = 0, ...,m− 1

v(x) := lim
t→∞ lim

dx→0
Pr{N(t) = L, x < η(t) ≤ x+ dx}/dx

From the Chapman-Kolmogorov equations for Pj , j = 0, ...,m − 1, it follows,
with offered traffic load ρ := λβ

Pj :=
ρj

j!
P0, j = 0, ...,m− 1

v(0) = λPm−1

v(x) = v(0) exp[λ

∞∫
u=0

F (u)du −mx/β], x > 0

The normalizing condition
m−1∑
j=0

Pj +
∞∫
0

v(x)dx = 1 yields,

P0 := [1 + ρ+
ρ2

2!
+ ...+

ρm−1

(m− 1)!
(1 + λJ)]−1
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where

J :=

∞∫
0

exp[λ

∞∫
0

F (u)du−mx/β]dx

The overflow probability π is given by

π =

∞∫
0

F (x)v(x)dx

hence

π = (1− m

ρ
)(1 −

m−1∑
0

Pj) + Pm−1

Therefore if one can specify the delay distribution of some system, defection
probability can be readily available with the defection probability.

3.2 Modification of Model

In the previous section, we assumed impatient users with limited deadline in
multi-access communication system using a reservation protocol. Because the
distribution of access delay affects mainly the performance of the system, it is
of great importance for real time application. To find the distribution of access
delay, we use the discrete Markov model with a finite state space. In this case,
we have some problem in using the discrete Markov model owing to state vector
that has many states. However, it is hard for us to use the analysis method which
is shown in [7] as well as the simple Markov model with a single state space due
to users who exist in the system until their deadline expire and contention of
users in the reservation process.

To solve the problem and simplify the analysis, we adopt the following as-
sumptions. First, the system model with batch arrivals is considered. Users arrive
simultaneously at only the beginning of a frame in the system and can transmit
their reservation packets during the reservation period of the frame. The number
of users who arrive at a time is an i.i.d Poisson random variable with rate λ. Let d
denote the number of reservation periods in which a user participates before their
deadline expires. If not batch arrivals, new arrivals are uniformly distributed over
any time frame and user who newly arrives will wait for the half frame on average
until the first reservation period. Therefore, d = (γ − Tframe/2)/Tframe, where
Tframe is the frame length. Second, the limited distribution of a Poisson random
variable is considered and user’s deadline is restricted to several times of frame
length. These constraints shall later be applied to obtain numerical results.

3.3 State Probability

We defined that d denote the number of reservation periods in which a user par-
ticipates before their deadline expires. Let ni

k be a random variable representing
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the number of backlogged packets, which fail in making reservation during i
reservation periods at the beginning of k th frame. Then, nd

k, n
0
kdenote the num-

ber of defections and arrivals. Now the state vector is defined as Nk(nd
k, · · · , n0

k)
which denotes the state of users at the beginning of k th frame. The state space
consists of an infinite set of (xd, · · · , x0), 0 ≤ xi ≤ ∞.

Let us define Π be the steady-state probability vector where πx is the steady-
state probability of finding the system in state Nk(nd

k, · · · , n0
k), defined as

πx = lim
k→∞

Pr[Nk(nd
k = xd, · · · , n0

k = x0)], 0 ≤ ∀xi ≤ ∞

Let P be the vector that represents the transition probability matrix of the state
vector. An entry px,z of P is the one-step transition probability that there is state
(zd, · · · , z0) at the beginning of the frame, given there was state (xd, · · · , x0) in
the system at the beginning of the previous frame, derived as

px,z = Pr{Nk+1(nd
k+1 = zd, · · · , n0

k = z0)|Nk(nd
k = xd, · · · , n0

k = x0)}

0 ≤ zd ≤ xd−1, . . . , 0 ≤ z1 ≤ x0, 0 ≤ z0 ≤ ∞
Then, P is obtained by solving the set of equations.

Π = Π ·P

∑
x

πx = 1 (1)

To calculate the one-step state transition probability, we shall first compute
the distribution of the number of reservation success and the distribution of
the number of backlogged users who determine to retransmit their reservation
packet. The number of reservation success depends on the total number of users
who participate in reservation process. Then, its distribution is the following.

P [probability that r out of n users have their reservations
which don′t conflict with others in V minislots]

P [r|n, V ] =
(−1)rV !n!
r!V n

min(V,n)∑
k=r

(−1)k (V − k)n−k

(k − r)!(V − k)!(n− k)!

P (t|n) =
(
n
t

)
βt(1− β)n−t

P (a) =
(λTframe)a

a!
e−λTframe (2)

Where P (t|n) is the probability that out of backlogged users transmit their
reservation packets and P (a) is the probability that a users newly arrive at the
system at the beginning of frame.
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Let us define variables, which are used to compute the one-step transition
probability

ti The number of users who transmit the reservation packet among xi

ri The number of users who succeed in making reservation among xi

t The total number of users who transmit their reservation packet
r The total number of users who succeed in making reservation
Then, it can be represented as follows.

ri = xi − zi+1, i = 0, · · · , d− 1

t =
d−1∑
i=0

ti, r =
d−1∑
i=0

ri

Using the equation (2) and the above variable, we can derive the one-step
transition probability px,z. This probability is derived as

Px,z =

⎧⎪⎪⎨⎪⎪⎩
P (z0)×

xd−1∑
td−1=rd−1

· · ·
x1∑

t1=r1

d−1∏
j=1

p[tj|xj ]× tjCrj × x0Cr0 × P [r|t, V ]/tCr

∀ri > 0, 0 ≤ r ≤ V
0 otherwise

(3)

where nCk =
(

n
k

)
is the number of cases that we select k out of n.

3.4 Defection Probability

Combining results of equation (1) and (3), we can obtain the steady state prob-
ability. Now we calculate the defection probability by making use of the steady
state probability. The defection probability Pd is the probability that a user who
newly arrives in the system fails in making the reservation until his deadline is
time out. Let us define Ak be the number of new arrivals at k th frame and
Dk be the number of users who don’t acquire the reservation among Ak. The
defection probability is derived the following.

Pd = lim
k→∞

k∑
i=0

Di

k∑
i=0

Ai

=
E[Dk]
E[Ak]

(4)

E[Dk] =
∞∑

xd=0

∞∑
xd−1=0

· · ·
∞∑

x1=0

∞∑
x0=0

xd · πx

E[Ak] =
∞∑

a=0

a · p(a) = λTframe

where p(a) is defined in (2).
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4 Numerical Result

In this section we compare derived analytic results with simulation results. The
system with F = 5, K = 1, V = 4, L = 4, Tframe = 20 msec is considered.
To obtain numerical result, the limited distribution of an i.i.d Poisson random
variable with rate λ is supposed and user’s deadline is restricted to several times
of frame length to reduce the size of state vector. The simulations were carried
out in the model that defined in section 2.

Fig. 2, 3 show the defection probability vs. arrival rate and retransmission
probability for analysis and simulation. β = 0.5 and λ = 30.0 users/sec is
assumed in each Figure and γ = 70 msec in both of them. In Table.1, the
defection probability according to deadline γ is presented, where β = 0.5 and
λ = 30.0 users/sec. From Fig. 2, we can observe that as the arrival rate increases,
the performance decreases because of collisions in fixed reservation mini-slots.
Fig. 3 and Table.1 are shown that the performance is improved with the increase
of retransmission probability β and deadline γ because the number of reservation
periods in which user participates gradually increases. However, this improve-
ment of performance will decrease along the increase of arrival rate because the
probability of reservation success is lower as the number of users is increases
more than a certain number. The comparison between analytical and simulated
results is shown that the assumption and analysis is fairly reasonable. With wide
range of parameters, the analytical results agree well with simulated results.

Fig. 2. Defection Probability versus Arrival Rate (β = 0.5, γ = 70 msec)
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Fig. 3. Defection Probability versus β (λ = 30.0 users/sec, γ = 70 msec)

Table 1. Defection Probability versus Deadline γ (λ = 30.0 users/sec, β = 0.5 )

Deadline γ(msec) Defection Probability(%)

simulation analysis

50 0.0788 0.0929

70 0.0513 0.0604

90 0.0329 0.0388

110 0.0209 0.0244

130 0.0133 0.0152

5 Conclusions

We studied a problem of impatient packets with hard delay bound in contention
based multi-access communication channel. The model of Aloha-reservation pro-
tocol in real-time system was modified and analyzed in this paper. Simulations
have been performed and compared with analytical results to verify the assump-
tions and approximations. Simulated results indicated that our approximation
and analysis is fairly accurate in wide range of system parameter values. Future
works may include extension of the model to multi-class traffic types.
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Abstract. A home network may have various equipment such as home
appliances, PCs and other small electronic devices. Current trend is
to make these devices have Internet connectivity. NAT (Network Ad-
dress Translation) is a short-term solution of IP depletion problem and
is widely used to construct home networks. Most of the existing NAT
techniques support only unidirectional communication, i.e., connections
from a local network to the public network. Though AVES (Address
Virtualization Enabling Service) technique provides a bidirectional com-
munication service to the NAT network, it is restrictive in a sense that it
requires application level gateways which not only degrades performance
but also is vulnerable in security. In this paper, we propose FSL3/4 aware
DNS server for supporting bidirectional communication between NEDIA
and external network. We also analyze the proposed method by compar-
ing it with other methods which support bidirectional communication.

1 Introduction

NAT (Network Address Translation) method [1][2] is a short-term solution for
the IP depletion problem. It is widely used for home networks or SOHO (Small
Office Home Office) networks. Home or SOHO networks constructed by NAT
technology share a public IP address for connecting Internet, and it supports
initiation of unidirectional connections from local network to Internet. Recent
deployment of new applications such as remote home control, virtual home,
peer-to-peer services requires bidirectional connections between local network
side and Internet side. SOHO network also requires bidirectional connections
because many application servers such as WWW, FTP, SMTP are located in-
side of its network. However, home network or SOHO network configured by
the NAT technology cannot support this requirement unless having a special
ALG (Application Level Gateway) [3]. A well known NAT technology, AVES
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(Address Virtualization Enabling Service) [4] supports a bidirectional communi-
cation service to the NAT network by using DNS ALG (Domain Name System
Application Level Gateway) [3]. However, AVES requires additional operation
such as MTU (Maximum Transmission Unit) discovery and IP-in-IP encapsula-
tion which causes frequent packet fragmentation.

In this paper, we expand FSL3/4 (Flow Separation by Layer 3/4) on NEDIA
(Network Environment using Dual IP Addresses) as our previous study [5] to
provide bidirectional communication capability between a private network and
external public IP network, i.e. communication can be initiated by both sides.
We describe the mechanism in detail and show the performance of the proposed
method by comparing it with other methods that support bidirectional com-
munication. Bidirectional FSL3/4 on NEDIA has many advantages than basic
NAT with DNS ALG, NAPT (Network Address Port Translation) with port
forwarding or AVES.

2 Related Works

2.1 Bidirectional NAT

Basic NAT supports bidirectional communication between local network and
global network by using FQDN (Fully Qualified Domain Name) and DNS ALG
[3]. However, it shows poor IP address reusability because one public IP address
is dedicated to one private IP address while connecting a local host to a global
host. Therefore, the number of incoming communication session is limited to the
number of public IP addresses assigned to the NAT router. NAPT(Network
Address Port Translation) cannot support bidirectional communication by
using FQDN because it uses TCP/UDP port as a demultiplexing key and DNS
Query packet does not contain TCP/UDP port. NAPT uses Port Forwarding
Table for supporting incoming data flow which is initiated from an external host.
Port Forwarding Table is a preconfigured table for incoming connection which is
destined to a local Internet server such as WWW and FTP servers. It consists
of a port number and a private IP address. However, if there are more than one
Internet server of the same service in the local network, NAPT cannot support
bidirectional communication because the same port number will be used for
those local Internet servers.

2.2 AVES

AVES (Address Virtualization Enabling Service) supports a bidirectional com-
munication service to NAT network [4]. It is composed of an AVES-aware DNS,
waypoints and AVES-aware NAT daemons. The key idea behind AVES is to vir-
tualize non-IP hosts such as private IP hosts, IPv6 hosts by a set of IP addresses
assigned to the waypoints. The waypoint act as a relay to connect IP hosts to
non-IP hosts. To relay packets from an external IP host to a local non-IP host,
AVES performs translation of packet’s destination address and encapsulates the
packet for passing through IP tunnel which is required for routing between AVES
network and NAT network.
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2.3 FSL3/4 on NEDIA

FSL3/4 (Flow Separation by Layer 3/4) on NEDIA (Network Environment us-
ing Dual IP Addresses) is the new public IP address sharing technique presented
by the authors [5]. It distinguishes data flow by only referring to packet’s L3/L4
information such as protocol ID, source MAC (Media Access Control) address,
destination address, source port, and destination port without any modification
of these information. It also does not need ALG processing, thus it leaves applica-
tion layer payload transparent. FSL3/4 on NEDIA also performs L2 forwarding
for transmitting incoming packet to NEDIA host. L2 forwarding is to trans-
mit packet using the MAC address of the destination host without L3 routing
process.

3 Bidirectional FSL3/4 on NEDIA

3.1 Method

To support bidirectional communication in FSL3/4 on NEDIA, we propose a
FSL3/4 aware DNS server module. FSL3/4 aware DNS server is built in FSL3/4
router. It may be a plain DNS server such as BIND [6] with a new set of API
added to the DNS module for the communication with FSL3/4 module. FSL3/4
aware DNS server performs general DNS server’s functionalities except the zone
transfer with master DNS server. It acts as a local DNS server for NEDIA hosts.
This DNS server communicates with FSL3/4 router by calling API only when
DNS query arrives from external DNS server to get global IP address which is
assigned to FSL3/4 router’s external interface to make a DNS response packet.

Fig. 1. Bidirectional FSL3/4 on NEDIA

Figure 1 shows the procedure. Suppose that a client wants to ftp with
a server in NEDIA and the host’s FQDN (Fully Qualified Domain Name) is
ftp.nedia.net.
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1. An external client requests DNS query for resolving FQDN ”ftp.nedia.net”
to its local DNS server.

2. Local DNS server performs general FQDN resolving process and gets IP
address of FSL3/4 aware DNS server. Local DNS server sends DNS query
for ”ftp.nedia.net” to FSL3/4 aware DNS server.

3. To response DNS query from the external DNS server, FSL3/4 aware DNS
server searches its database such as a zone file and obtains the private IP
address ”L1” of FQDN ”ftp.nedia.net”. FSL3/4 aware DNS server requests
the global IP address to FSL3/4 data flow separation module for making
a response RR (Resource Record) in DNS. FSL3/4 data flow separation
module performs ARP (Address Resolution Protocol) process for the finding
host MAC address of the private IP address ”L1” and creates a temporal
binding entry with timeout 2 seconds. The temporal binding entry consists of
host MAC address and GIP (Global IP address which is assigned to FSL3/4
router’s external interface). FSL3/4 data flow separation module responses
GIP ”G” to FSL3/4 aware DNS server.

4. FSL3/4 aware DNS server creates a response RR in which RDATA field is
filled with ”G” and TTL (Time To Live) field with ”0”. It transmits the
response RR to the external DNS server which had sent DNS query. To
prevent caching of the response RR in external DNS server, TTL field in RR
must be set to zero.

5. When the local DNS server receives the response RR from the FSL3/4 aware
DNS server, it processes the response RR and transmits IP address of FQDN
”ftp.nedia.com” to the client application.

6. The client’s ftp application tries to connect the FTP server in NEDIA of
which IP address is known as ”G” by DNS query.

7. Connection request from the external client arrives at FSL3/4 router. FSL3/4
router records a data flow separation entry using the temporal binding entry
and packet’s header from the client. The data flow separation entry consists
of protocol ID, source MAC address, client’s IP address as multiplexing IP,
source port, and destination port.

8. FSL3/4 router transmits the packet to the destined FTP server in NEDIA
by L2 forwarding in referring the MAC address of the FTP server in NEDIA
without any modification of the packet.

3.2 Comparison with Other Methods

Basic NAT with DNS ALG is to support bidirectional connection using FQDN
and it modifies a DNS response packet’s A type RR. It also requires DNS server
in the local network and DNS ALG module in the NAT router. DNS server in
the local network is a plain DNS server and performs general DNS functionality.
DNS ALG module running on NAT router replaces a private IP address with a
public IP address of A type RR’s RDATA field in DNS. However, this technique
has poor IP address reusability because one public IP address is dedicated to
one private IP address. Therefore, the number of incoming communication ses-
sions is limited by the number of public IP addresses assigned to NAT router.



Bidirectional FSL3/4 on NEDIA 623

Because DNS ALG modifies the IP address in the DNS packet, Basic NAT with
DNS ALG cannot support DNSSEC (DNS Security Extensions) between a local
DNS server and a master DNS server.

NAPT with port forwarding uses preconfigured port forwarding table, which
is configured by network administrator, for routing externally initiated connec-
tions. This table consists of private IP address and TCP/UDP service port. If
there are multiple application servers using the same well-known service port,
NAPT with port forwarding cannot distinguish incoming connections with the
same well-known service port. Therefore, NAPT with port forwarding is not
flexible.

AVES uses FQDN for identifying non-IP hosts and supports a bidirectional
communication service to the NAT network which cannot support bidirectional
communication without DNS ALG. To support incoming connection to the NAT
network, AVES must have information about NAT network such as local host’s
private IP address, NAT router’s public IP address, etc. This requirement re-
duces privacy and autonomy of NAT network. AVES performs translation of
packet’s destination address and packet encapsulation for passing through IP
tunnel between AVES network and NAT network. Therefore, AVES requires ad-
ditional operation such as MTU discovery and IP encapsulation which causes
frequent packet fragmentation. Because AVES acts as a relay for only incoming
connection which is initiated from an external IP host to NAT network, triangle
routing problem occurs between a local non-IP host and an external IP host.

On the other hand, Bidirectional FSL3/4 on NEDIA supports N:N connec-
tion using just one public IP address and does not modify the DNS packet. These
characteristics enable DNSSEC session between FSL3/4 aware DNS server and
master DNS server if it is needed. It preserves privacy and autonomy of pri-
vate network and supports transport-mode IPSec [7] without any ALG in both
outgoing and incoming directions.

4 Implementation and Performance Evaluation

To implement a bidirectional FSL3/4 router, we simply installed FSL3/4 aware
DNS server into the FSL3/4 router and added two APIs; request GIP() and
response GIP().

To compare the performance of bidirectional FSL3/4 on NEDIA with AVES,
NAPT with port forwarding, and normal routing, we used an experimental en-
vironment shown in Figure 2. The experiment measured the RTT (Round Trip
Time) using ping program, the average transfer bandwidth and file transfer time
using ftp program. The measurement of RTT is to show how long it takes per
packet by each method supporting bidirectional communication. File transfer is
to show the packet forwarding performance of each method.

Figure 3 shows the result of measuring average RTT by AVES, bidirectional
FSL3/4 on NEDIA and normal routing method. This experimentation shows
average end-to-end delay which is the total elapsed time after sending a packet
till receiving for the packet. It also includes the delay traversed the methods for
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Fig. 2. Experimental Environment for Evaluating the Performance

supporting bidirectional communication. We did not carry out the experiment
for NAPT with port forwarding because NAPT with port forwarding does not
accept externally initiated ICMP echo messages [8].

Fig. 3. Round Trip Time

In Figure 3, AVES gives the longest average RTT than other methods because
a packet destined to a local host must be modified at AVES-Waypoint for set-
ting proper destination IP address (private IP address of destination local host)
in ICMP message and encapsulating for routing between AVES-Waypoint and
AVES-NAT router. The modification of packet requires additional processing
delay such as checksum operation. The encapsulation of packet also requires ad-
ditional packet processing delay. The average RTT of AVES consists of the delay
of resolving FQDN, the delay of traversing AVES network, the delay of creating
a response ICMP echo message at a local host, and the delay of going through
NAT router. The delay of resolving FQDN is composed of AVES session setup
time for routing a packet destined to NAT network and ordinary domain name
resolution time. On the other hand, bidirectional FSL3/4 on NEDIA is simple
compared with AVES. The average RTT of the proposed method consists of
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the delay of resolving FQDN, the delay of going through FSL3/4 router both
incoming and outgoing directions and the delay of creating a response ICMP
echo message at a local host. The delay of resolving FQDN in this case is ordi-
nary domain name resolution time. Bidirectional FSL3/4 on NEDIA performs
L2 forwarding rather than L3 routing process when the FSL3/4 router forwards
incoming packets to a local host. This characteristic enables the bidirectional
FSL3/4 on NEDIA to have almost the same routing performance as the normal
routing case. By normal routing, we mean the routing in the public IP address
domain which does not require NAT processing. From the result of measurement
of RTT, we confirmed that our method has only one third RTT compared with
AVES and almost the same RTT compared with normal routing. We also could
find the negative effect of both the modification of packet and the encapsulation
of packet that appears in AVES method.

Fig. 4. File Transfer Time and Bandwidth

Figure 4 shows the packet forwarding performance of each method for trans-
ferring a data file to the local FTP server with respect to various file size from
5Mbyte to 100Mbyte. In this experimentation, AVES has the longest transfer
time and the lowest transfer bandwidth compared with other methods. This is
because AVES performs the modification of all packets destined to NAT net-
work and packet encapsulation using IP in IP, for instance. As increasing file
size, AVES shows an exponential increase of the average transfer time compared
with bidirectional FSL3/4 on NEDIA. NAPT has smaller average transfer time
and higher average transfer bandwidth compared with AVES, but it also has
an exponential increase of the average transfer time compared with Bidirec-
tional FSL3/4 on NEDIA because NAPT performs packet modification to route
packets. Bidirectional FSL3/4 on NEDIA does not need any packet modifica-
tion to route packets, and it performs L2 forwarding to route incoming packets
destined to a local host which takes shorter time than L3 routing. These impor-
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tant characteristics enable it to have powerful forwarding performance and to
support transport mode IPSEC session in both directions. Based on the above
experiments, we could conclude that our method is simpler and has superior
routing performance than AVES and NAPT with port forwarding to support
bidirectional communication for small private networks.

5 Conclusions and Remarks

In this paper, we proposed an IP address sharing mechanism based on the
FSL3/4 aware DNS server to support bidirectional communication. The mech-
anism of Bidirectional FSL3/4 on NEDIA can be simply implemented by in-
stalling FSL3/4 aware DNS server into the FSL3/4 router. FSL3/4 aware DNS
server can be implemented by just adding two APIs to a free DNS server source
such as BIND. Bidirectional FSL3/4 on NEDIA has many advantages than ba-
sic NAT with DNS ALG, NAPT with port forwarding or AVES. First of all,
Bidirectional FSL3/4 on NEDIA has a great IP address reusability compared
with Basic NAT with DNS ALG. Second, it preserves the privacy and auton-
omy of private network. Third, it does not require additional processing such as
DNS packet’s modification in NAT or IP tunneling and Path MTU Discovery to
provide bidirectional communication. Forth, it supports transport mode IPSec
session in both directions, i.e. locally initiated and externally initiated. Fifth,
routing performance is superior to other popular methods such as NAPT with
port forwarding and AVES. One shortcoming of our method may be scalabil-
ity. While one AVES system can support many NAT networks simultaneously,
our system is dedicated for one private network. This restriction enables a pri-
vate network to preserve privacy and autonomy of the private network on the
other hand. Overall, Bidirectional FSL3/4 on NEDIA is believed more efficient
technology than NAT with DNS ALG, NAPT with Port Forwarding or AVES.
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Abstract. Packet losses are bursty in nature since the dominant reason
is temporary overload situations in the shared resources over networks.
To increase the effectiveness of forward error correction (FEC) schemes,
adaptive FEC schemes have been suggested, where the amount of redun-
dancy is controlled according to current network status. In this paper,
we propose a gap- based adaptive FEC scheme, which is motivated by
the Markov gap model for packet losses, and show that the gap-based
adaptive FEC scheme performs better than the adaptive FEC scheme
based on the Gilbert model.

1 Introduction

In packet-switching networks such as the Internet, most packet losses occur dur-
ing temporary overload situations. Packet losses are bursty in nature due to
the limited resources at the intermediate nodes in such networks [1]. They in-
troduce significant degradation in QoS of various services such as multimedia
applications that have time constraints.

To recover from packet losses, there are two basic mechanisms available:
automatic repeat request (ARQ) in which lost packets are retransmitted, and
packet-level forward error correction (FEC) in which redundant packets along
with the original data packets are transmitted [2]. Packet-level FEC is more
appropriate for multimedia applications than ARQ, and the design of efficient
schemes for packet loss recovery using packet-level FEC has been investigated
recently [3][4]. The capacity of FEC to recover from packet losses highly depends
on the packet-loss behavior, and FEC schemes are more effective when packet
losses are not bursty. Transmission of additional redundant packets increases
the probability of recovering lost packets, but it also increases the bandwidth
requirements. Furthermore, the appropriate amount of redundancy of FEC is
hard to decide because of packet-loss burstiness.

To increase the effectiveness of FEC schemes, adaptive FEC schemes have
been investigated [4][5][6], where the current network status is monitored to
control the FEC mechanism. It minimizes transmission overhead in the case of
low packet losses, and increases the possibility to recover lost packets in the
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presence of high network congestion. This approach is based on the assumption
that packet losses are bursty and the bursts last for a long enough period. The
packet-loss traces in [1] show that the above assumption is usually valid in most
networks. Understanding the packet loss behavior is crucial for the proper design
of adaptive FEC to recover packet losses since a strong correlation between
consecutive packet losses causes the degradation in performance of FEC schemes.
A more accurate model for packet losses is required, which will allow the design
of efficient communication framework and better quality of service in different
applications.

In this paper, we propose a gap-based adaptive FEC scheme, which is mo-
tivated by the Markov gap model for packet losses. The Markov gap model has
been shown to be more accurate compared to the Markov chain models. Perfor-
mance evaluation is carried out by the traces experimentally obtained over actual
networks. The results show that the gap-based adaptive FEC scheme performs
better than the static FEC scheme and the Gilbert-based adaptive FEC in terms
of packet loss rate and overhead. The remainder of this paper is organized as
follows. Packet-loss models are briefly described in Section 2. Section 3 discusses
the Gilbert-based adaptive FEC algorithm and proposes the gap-based adaptive
FEC algorithm. The performance evaluation is presented in Section 4. Finally,
concluding remarks are made in Section 5.

2 Packet Loss Modeling

The objective of packet loss modeling is to characterize the probabilistic behavior
of packet losses. The packet loss process is represented as a binary sequence
{Li} where Li = 1 if the i-th packet is lost, and Li = 0 otherwise, as shown in
Figure 1. The packet-loss sequences obtained from the records of actual packet
transmission over networks are called traces. We can define two terms, gaps and
clusters in the sequence {Li}, where a gap is defined as the loss-free run between
two losses and a cluster is defined as the loss run in a similar manner. The
integer sequences {Gk} and {Ck} describes the consecutive gaps and clusters,
respectively, in the sequence {Li}, as shown in Figure 1, where numbers indicate
the lengths of gaps or clusters.

The key task of modeling the packet loss process is to find statistical char-
acteristics of these two alternating sequences, {Gk} and {Ck}. In modeling the
packet loss process, the correlation between neighboring gap lengths, or between
neighboring cluster lengths in {Li} is significant, since the non-renewal property
affects the packet loss behavior. In this context, this non-renewal property is
important for the design and accurate characterization of FEC schemes.

2.1 Markov Chain Models

In order to build an accurate model for packet losses, a k-th order Markov
chain model is widely used. The Bernoulli model and the Gilbert model are
special cases of the k-th order Markov chain model with k = 0 and k = 1,
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Fig. 1. An Example of Packet Loss Process

respectively. Since the complexity of the model increases significantly with the
order, k, the first-order Markov chain model with two states such as the Gilbert
model [7] is widely used. This model consists of one good state and one bad state
with corresponding loss probabilities for the two states and PG, PB respectively,
and transition probabilities p and q between them. While in the good state,
transmissions are received incorrectly with probability PG, and while in the bad
state, transmissions are received incorrectly with probability PB. For the Gilbert
model for packet losses, it is common to assume that PG = 0, PB = 1 [6] and
we also make the same assumption in this paper.

The average loss rate is the ratio of the number of lost packets to the total
number of transmitted packets. The average burst length b is defined as the
mean cluster length, b = 1/q. The steady-state average packet loss rate π is a
function of the probabilities p and q,

π =
p

p+ q
. (1)

The Gilbert model considers a trace as being composed of alternating two states
whose periods are geometrically distributed and independent of each other, i.e.,
a renewal process.

2.2 Markov Gap Model

The Markov gap model was proposed in [10] to represent the stochastic behavior
of the packet losses. The unconditional gap distribution P (m) is defined as the
anticumulative first- order probability distribution of the sequence {Gk},

P (m) = Pr{Gk ≥ m}, m ≥ 0 (2)

with P (0) = 1. The conditional gap distribution P (m|n) is then defined as the
anticumulative conditional probability distribution of Gk+1 given Gk = n, i.e.,

P (m|n) = Pr{Gk+1 ≥ m|Gk = m}, m ≥ 0 and n ≥ 0 (3)

In order to reduce the number of such distributions, the gaps are grouped into r
sets of gap lengths in the intervals [nj , nj+1) where the integers {nj} with n1 = 0,
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nr+1 = ∞ are selected so that the events {nj ≤ Gk < nj+1} are approximately
equally probable. Then a new set of conditional gap distributions is defined as

P (m|nj ≤ n < nj+1) = Pr{Gk+1 ≥ m|nj ≤ Gk < nj+1}. (4)

The conditional and unconditional gap distributions must satisfy the relation,

P (m) =
r∑

j=1

P (m|nj ≤ n < nj+1)[P (nj)− P (nj+1)] (5)

The Markov gap model assumes that the gap length sequence {Gk} is a
discrete- time, integer-valued Markov process of the first order with conditional
probability distributions.

2.3 Model Construction and Evaluation

In [10], we construct the Markov gap model, the Bernoulli model and the Gilbert
model based on actual collected trace sets and compare their accuracy, and it
is shown that the renewal assumption is not valid for the packet loss process
because the conditional gap distributions are different from unconditional gap
distributions. It is also clearly seen that P (m,n), the probability of m or more
packet losses in a block of n consecutive packets, obtained from the Markov gap
model is closer to that obtained directly from the data set than that obtained
from the Gilbert model or the Bernoulli model.

3 Adaptive Error Correction Strategies

Packet-level FEC techniques are generally based on the use of error correcting
codes such as erasure codes where additional redundant packets are transmitted
for packet-loss recovery. In static FEC schemes, the sender adds a fixed number
of redundant packets to original data packets to recover packet losses at the
receiver. However, the optimum number of redundant packets is hard to find
and most packet networks operate under dynamic conditions. Therefore, static
FEC schemes might waste the bandwidth of networks under low loss conditions
due to overprotection as well as perform worse during the congestion period due
to a fixed capability of loss recovery. Adaptive FEC schemes generally increase
the efficiency in terms of bandwidth by adapting their degree of redundancy
according to network conditions.

Several adaptive FEC techniques have been proposed in [4][5] and [6]. It has
been established that adaptive FEC schemes are able to perform better than
static FEC schemes when the policy for redundancy control is properly selected.

3.1 Gilbert-Based Adaptive FEC

The redundancy control schemes based on the Gilbert model have been investi-
gated under the unicast or multicast environment [5][6]. In these schemes, it is
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assumed that network behavior conforms to the Gilbert model and the current
status can be predicted by the results of previous transmissions. The probabili-
ties of receiving correctly at least m packets out of a block of n packets D(m, k)
can be obtained from [6]. Based on these probabilities of the constructed Gilbert
model, an integer k where D(m, k) is greater than a given threshold Kp is chosen
as the size of a transmission block. The preset threshold Kp is the probability
with which at least m packets are expected to arrive successfully.

This approach performs better with a relatively large window size. However,
estimation with a large window lacks prompt responsiveness to dynamic changes
in the network status, and the computational complexity increases as the size of
the block increases since the computation of cumulative block loss probabilities
has the complexity of the order of the block size n2.

3.2 Gap-Based Adaptive FEC

Gap lengths in packet loss traces show the correlation between neighboring gap
lengths as described in the previous section, which implies that the previous
and current gap lengths might form good bases for the prediction of the next
gap lengths. Therefore, an adaptive FEC scheme based on gap lengths can be
an alternative approach for adaptive FEC. This approach is based on heuris-
tic methods using the correlation of gap lengths and is expected to be more
responsive to network load changes.

Gap-length information is fed back as a function of time. It generates a set
L = {l0, · · · , lt}, where l0 and li represent the current ongoing gap length and
i-th past gap length, respectively. The integer t is the maximum number of gap
lengths that are used in decision-making. Our goal is to estimate the current
network condition and the next expected gap length, and control the degree of
redundancy using them. We can compute the local mean μl and local standard
deviation σl of gap lengths over L as well as the global mean μg and global
standard deviation σg for the entire time period or for a very long window. The
mean ratio and deviation ratio are defined as

Rm =
μl

μg
, and Rd =

σl

σg
. (6)

Based on these statistics, it is possible to perform a hypothesis test to detect
congestion periods during the transmission of packets. In this case, two thresh-
olds Km and Kd for the mean ratio and the deviation ratio, respectively, can
be used in the hypothesis test as follows: Decide Congestion state, if Rm ≤ Km

and Rd ≤ Kd, where Km and Kd are the threshold values. This hypothesis test
is used to decide whether or not the system is in the congestion state, while the
decision of reverting back to the non-congestion state is based on the current
gap length l0 and the global mean μg. When the current gap length becomes
larger than the global mean of gap lengths, the network is declared to be in the
non-congestion state. Congestion detection algorithm is described in Figure 2.

Two different types of FEC schemes using gap lengths are utilized in this
adaptive scheme, one is used in the congestion state and the other is used in the
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Fig. 2. Flow Chart of the Congestion Detection Algorithm

non-congestion state in networks. When congestion is detected, a set of weights
is defined as W = {w0, · · · , wt}, where w0 and wi are the weights for the current
gap length and i-th past gap length, respectively. The vector W is determined
through the investigation of gap sequences where weights are determined to bet-
ter predict the next gap lengths by employing a number of gap-length sequences
during congestion periods. Then, the expected gap length is predicted as the
following weighted average, d = LWT , where d is the expected gap length. The
size of the transmission block n is the number of packets which are encoded as a
block, where n ∈ {k+1, · · · , k+ r} and r is the maximum degree of redundancy.
The value of n is determined as the smallest integer in {k + 1, · · · , k + r} that
satisfies ⌈

n

d+ 1

⌉
≤ n− k. (7)

This will enable us to recover up to n−k packet losses in the next block consisting
of n packets. This heuristic procedure is based on our prediction that at most⌈

n
d+1

⌉
packets will be lost in the next transmission block of length n.

When non-congestion state is detected, gap lengths tend to be large. There-
fore, important gap lengths are limited to a few recent ones, since they provide
enough information about current network conditions. If the current gap length
l0 is larger than or equal to the value of k + r, redundancy is decreased by one.
Otherwise, the next gap length l1 is also examined, and if l0 and l1 are smaller
than the value of k + r, redundancy is increased by one.
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4 Performance Evaluation

The task of evaluating adaptive error control is very challenging due to the fact
that the environment is hard to analyze and the adaptive behavior of the system
[11]. We evaluate the performance of adaptive FEC schemes using a trace-based
evaluation methodology. Due to the use of the trace-base method for performance
evaluation, it is not possible to fix one of the performance metrics for all the
algorithm and then examine the other performance metric. For performance
evaluation we used sets of traces collected over Mbone [1], and Figure 3 shows
one of the results about the performance of adaptive FEC schemes. In order

Fig. 3. PLR and Overhead for the Set of Traces

to evaluate FEC schemes, we define the metrics, packet loss rate (PLR) and
overhead (OH), as follows:

PLR =
Number of Lost Data Packets

Number of Lost Transmitted Packets
, (8)

and
OH =

Number of Tramsmitted Parity Packets
Number of Transmitted Data and Parity Packets

. (9)

In this section, for convenience we will denote the static FEC scheme as
SFEC, the Gap-based adaptive FEC scheme as Gap-AFEC and the Gilbert-
based adaptive FEC scheme as Gil-AFEC. For the first trace in Figure 3, the
PLR of Gap-AFEC is 52.03% less than the PLR of SFEC and 10.64% less than
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the PLR of Gil-AFEC. The overhead of Gap-AFEC is 0.6% and 1.78% less
than the overheads of SFEC and Gil-AFEC, respectively. The second trace also
shows that Gap-AFEC performs better than SFEC and Gil-AFEC in terms of
both PLR and overhead. The results of experiments on the above two sets of
traces indicate that Gap-AFEC recovers more lost packets using fewer redundant
packets than SFEC and Gil-AFEC. Improvement for these two traces can be
attributed to the fact that packet losses are highly correlated and, therefore, gap
lengths are also highly correlated. For the fourth trace, the PLR of Gap-AFEC is
58.28% less than the PLR of SFEC at the expense of 71.93% more overhead, and
28.16% less than the PLR of Gil-AFEC at the expense of 6.15% more overhead.
When we examine the results of the optimum scheme for this trace, we observe
that the overhead for the optimum scheme is quite high. This indicates that
this trace has a large number of packet losses that are bursty. Therefore, higher
overhead for both Gil-AFEC and Gap-AFEC schemes is inevitable.

5 Conclusions

We have proposed a scheme to recover packet losses with the use of adaptive
FEC techniques based on gap information. Gap statistics provide suitable in-
formation to estimate the network condition that changes temporally, and then
the redundancy control for transmission of packets is based on the gap process.
An adaptive FEC scheme we have proposed here, the Gap-based adaptive FEC
with two modes of operation depending on network conditions, performs better
than the Gilbert-based adaptive FEC scheme as well as the static FEC scheme.
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Abstract. In a new optical hybrid switching environment which com-
bined Optical Burst Switching (OBS) and Optical Circuit Switching
(OCS), we propose flow-level service classification scheme for IP differen-
tiated service. In particular, this classification scheme classifies incoming
IP traffic flows into short-lived and long-lived flows for Quality of Ser-
vice (QoS) provisioning according to traffic characteristics such as flow
bandwidth, loss and delay. In this hybrid switching, the short-lived flows
including delay sensitive traffic use OBS and the long-lived flows includ-
ing loss-sensitive traffic use OCS. Therefore, optical hybrid switching
network can take advantages of both switching technologies using the
proposed flow classification scheme. The aim of proposed technique is to
maximize network utilization while satisfying user’s QoS requirements

1 Introduction

There are two kinds of optical switching technologies in IP over optical network
that combine the optical and the electronic worlds. From the optical switching
technology point of view, it is known that the Optical Circuit Switching (OCS)
networks achieve low bandwidth utilization with burst traffic such as Internet
traffic. So, sophisticated traffic grooming mechanism is needed to support sta-
tistical multiplexing of data from different users. On the other hand, Optical
Burst Switching (OBS) technology has been emerging to utilize resources and
transport data more efficiently than the existing circuit switching [1]-[4]. OBS is
accepted as an alternative switching technology due to the limitation of optical
devices that do not support buffering.

The OBS and OCS have the advantages and disadvantages in performance
point of view. So we can consider the so-called hybrid switching. The optical
hybrid switching [5]-[6] is a new switching technique which combines OCS and
OBS to take advantages of both switching technologies and to improve their per-
formance degradation. The OCS module of optical hybrid switching can avoid
the several overheads for long-lived flows and reuse the current OCS network
technology. On the other hand, the OBS can improve the resource utilization
for short-lived flows such as bursty IP traffic. In this paper, we consider a com-
bined OCS and OBS system in a hierarchical Quality of Service (QoS) mapping
architecture.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 635–642, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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One of the today’s most pressing challenges in designing IP networks is the
provisioning of QoS. Therefore, we propose the flow-level service classification
scheme for IP differentiated service. This scheme classifies incoming IP traffic
flows into short-lived and long-lived flows for QoS provisioning according to traf-
fic characteristics in an optical hybrid switching environment. The incoming IP
traffic flows divided into premium service, assured service and best-effort service
for IP differentiated service as described in [7]. Short-lived flows are composed of
a few packets and better suited for OBS which has a short-delay characteristic
than OCS. Long-lived traffic typically indicate loss-sensitive or real-time video
streams that are better suited for circuit (or wavelength) switching which has an
advantage of loss-less through connection establishment. Therefore, the optical
hybrid switching technique using the proposed flow classification scheme takes
advantages of both OBS and OCS. The aim is to maximize network utilization
while satisfying user’s QoS requirements.

The remainder of the paper is organized as follows. In Section 2, we explain
the optical hybrid switching system. In Section 3, we propose the new flow-level
service classification scheme in optical hybrid switching networks and propose
QoS provisioning algorithm for IP differentiated service in this network. Then,
in Section 4, we give numerical results for the proposed network.

2 Optical Hybrid Switching System

The optical hybrid switching is a new switching technique which combines OCS
and OBS to take advantages of both switching technologies and to eliminate their
disadvantages. OCS has advantages of supporting QoS and Traffic Engineering,
on the other hand, OBS has advantages of improving utilization of network for
bursty IP traffic.

The objective of optical hybrid switching scheme is to effectively transport
the long-lived and short-lived flows at optical edge switching node. The OCS
module of optical hybrid switching system can avoid control packet processing,
frequent switch fabric reconfiguration, and burst assembly/de-assembly for long-
lived flows. The OCS module can reuse the current OCS network control and
hardware. The OBS module of optical hybrid switching system can improve the
resource utilization for short-lived flows.

Fig. 1 shows the example of optical hybrid switching system in optical hybrid
switching network which consists of OBS switch and OCS switch.

3 Flow Classification for IP Differentiated Service

3.1 QoS Classification for IP Differentiated Service

We can classify the incoming traffic types using the value of flow bandwidth
threshold (Bth) in the relationship of flow bandwidth and the number of packets.
Short-lived flows (e.g., flow bandwidth < Bth) are composed of a few packets
such as e-mail, light-loaded FTPs and so on. These flows are better suited for
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Fig. 1. The architecture for optical hybrid switching module of optical router

OBS. Long-lived flows (e.g., flow bandwidth > Bth) contain a large number of
packets, that is, stream media. These flows are better suited for OCS. We can
consider other type of traffic. For example, big burst such as very high-load
FTPs and images require very high bandwidth for a short period of time and
require special reservation. This case is better suited for wavelength routed OBS
(WR-OBS) [8]. The reservation of this switching scheme is made for the entire
burst before it is transmitted.

Table 1 shows the proposed QoS classification in optical hybrid switching
network with hierarchical QoS mapping architecture. The packet level QoS is
divided into three services for IP differentiated service [7],[9]. We propose the
flow level QoS which classifies incoming IP differentiated service into long-lived
flows and short-lived flows.

Services of flow level are divided into long-lived flow and short-lived flow. The
long-lived flow including loss-sensitive traffic use OCS for guaranteed service and
the short-lived flow including delay-sensitive traffic use OBS for class-based pri-
ority service. The details of the proposed flow-level classification will be explained
in the next section.

In flow-level QoS classification, we identify the following functions to be im-
plemented at the optical edge router. The functions for OCS are the aggregation
of incoming IP differentiated service flows into fewer flows at rates corresponding
to lightpath traffic carrying capacity and the mapping of aggregated incoming
IP differentiated service flows onto lightpath that correspond to the QoS of the
aggregated flows. Similarly the functions for OBS are the creation of data bursts
using burst assembling process and the mapping of three priority classes for
class-based priority service.
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Table 1. The proposed QoS classification in optical hybrid switching network

3.2 QoS Provisioning for IP Differentiated Service Using Flow
Classification

Here, we propose a QoS provisioning algorithm for IP differentiated service us-
ing flow-level service classification scheme. Fig. 2 shows the flow classification
algorithm for optical hybrid switching. The long-lived flows are composed of the
premium service and loss-sensitive service. The short-lived flows are composed
of the delay sensitive service and best effort service. Otherwise, we check the
flow bandwidth and compare this with the threshold value (Bth). The details of
the QoS provisioning algorithm using flow classification as shown in Fig 2 are
shown in Fig. 3.

In the case of short-lived traffic flows, data burst is created in burst assem-
bler module which has a separate buffer per class and generates Burst Control
Protocol (BCP) packet. And then the scheduling and the class-based resource
reservation function are simultaneously performed. The scheduler performs the
class-based priority queuing. In resource reservation, higher priority bursts are
assigned longer offsets than lower priority bursts using BCP [10]. Finally, after
electro-optical conversion, data burst cut through intermediate nodes without
being buffered. This increases the utilization of network through OBS for short-
lived flows.

In the case of long-lived traffic flows, we assume that these flows have the
highest priority and a great influence on network performance. These flows are
aggregated in flow aggregator and then the QoS and resource constraints of ag-
gregated flows which are related to traffic parameters and available wavelengths
are checked. The admitted traffic flows are allocated the requested resource
through static Routing and Wavelength Assignment (RWA) [11] which is ex-
ecuted off-line with average traffic demands and predetermined shortcut route.
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Fig. 2. Flow classification algorithm for optical hybrid switching in optical edge
router

Finally, a lightpath LSP is established and after electro-optical conversion, these
flows are transmitted.

In the above proposed algorithm, the aim is to maximize network utiliza-
tion while satisfying user’s QoS requirements in a hybrid switching environment
taking advantage of both OBS and circuit switching technologies.

4 Numerical Results

We model optical hybrid switching as a queue in a Markovian environment. The
burst generation process is assumed to follow a two-state Markov Modulated
Poisson Process (MMPP) [12], and The admission and completion of the long-
lived traffic stream OCS connections is modeled as an M/M/k/k process. As
shown in Fig. 4, the bandwidth available to OBS bursts is dependent upon the
number of OCS sessions active on the hybrid switching system, and it fluctuates
in accordance with OCS traffic loading.

The analysis was performed for an optical hybrid switching system of par-
ticular parameters. There are 120 available capacity units of link. Out of the
120 available, 10 capacity units are reserved exclusively for OBS bursts only.
Each link is 10Gbps. The mean duration of an OCS session is 3 minutes. The
OCS load is chosen so that the capacity available to the OCS connection has a
utilization of 10%, 30% and 50%.

In Fig. 5, we present the result for the mean delay versus utilization for
different OCS load. When OCS load is 30%, the mean delay is rapidly increased
for high utilization (over 0.7). Thus, this result indicates that in order to operate
an optical hybrid system with reasonable burst delays the utilization must be
kept below 70%. On the other hand, When OCS load is 50%, the mean delay is



640 Gyu Myoung Lee and Jun Kyun Choi

Fig. 3. QoS provisioning algorithm for IP differentiated service using flow clas-
sification

Fig. 4. Resource sharing model for OBS bursts and OCS sessions

Fig. 5. Mean delay versus utilization for OBS bursts
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Fig. 6. Burst size vs. the offered load for different hop count (end-to-end de-
lay=100ms)

rapidly increased at the low utilization (over 0.4). Thus, these results for different
OCS load indicate that the mean delay depends on OCS load.

Next, we present result of end-to-end performance for OBS. In particular
we would like to show you the relation of burst size concerning end-to-end delay
constraints [13]. Fig. 6 shows the burst size versus the offered load when the end-
to-end delay is 100ms. Here, we want to show the effect of hop count change.
When the hop distance is 20 hops then the burst size should be less than about
20Mbps for the worst case to satisfy the end-to-end constraint (100ms). On the
other hand, when the hop distance is just 5 hops then the constraint of burst
size is reduced.

5 Conclusions

In this paper, we have proposed QoS provisioning algorithm using flow-level
service classification in a new optical hybrid switching system which combines
OBS and OCS. To support IP differentiated service in optical hybrid switching
network, the proposed flow classification scheme classifies the incoming IP dif-
ferentiated service flow into long-lived and short-lived flows. The aim is to maxi-
mize network utilization while satisfying user’s QoS requirements. In particular,
we have considered flow classification scheme that should be implemented cost-
effectively and easily in optical hybrid switching system. We also have shown the
performance results for delay characteristic of optical hybrid switching. For the
further study, we would like to show the comparison result of OCS, OBS and
optical hybrid switching.
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Abstract. Differentiated services (DiffServ) has been widely accepted
as the service model to adopt for providing quality-of-service (QoS) over
the next-generation IP networks. There is a growing need to support
QoS in mobile ad hoc networks. Supporting DiffServ in mobile ad hoc
networks, however, is very difficult because of the dynamic nature of
mobile ad hoc networks, which causes network congestion. The network
congestion induces long transfer packet delay and low throughput which
make it very difficult to support QoS in mobile ad hoc networks. We
propose DiffServ module to support differentiated service in mobile ad
hoc networks through congestion control. Our DiffServ module uses the
periodical rate control for real time traffic and also uses the best effort
bandwidth concession when network congestion occurs. Network conges-
tion is detected by measuring the packet transfer delay or bandwidth
threshold of real time traffic. We evaluate our mechanism via a simula-
tion study. Simulation results show our mechanism may offer a low and
stable delay and a stable throughput for real time traffic in mobile ad
hoc networks.

1 Introduction

Differentiated services (DiffServ) [1] has been widely accepted as the service
model to adopt for providing quality-of-service (QoS) over the next-generation
IP networks. DiffServ uses the concept of Per Hop Behaviors (PHBs), which
provide different levels of QoS to aggregated flows. This is done by classifying
individual traffic flows into various service levels desired before entering the
DiffServ network domain. Within the DiffServ domain, flows of the same class
are aggregated and treated as one flow. Each aggregated flow is given a different
treatment, in terms of network resources assigned, as described by the PHB for
that class.

There are three PHBs such as Expedited Forwarding (EF) [2], [3] service, As-
sured Forwarding (AF) service and Best Effort service. Service level agreements
(SLAs) contain delay and throughput requirements among others like reliability
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requirements [4]. The EF PHBs provide low loss, low delay, and low jitter ser-
vices for real time traffic that represents traffic like video or voice. We will use
EF traffic as the same term with real time traffic within this paper.

A mobile ad hoc network is formed by a group of wireless stations without
infrastructure. There is a growing need to support real time traffic in mobile ad
hoc networks. This, However, is very challenging because mobile ad hoc networks
represent dynamic nature, which causes unexpected network congestion as illus-
trated in Fig. 1 [6]. In this figure, we can see that network congestion is induced
when a mobile station moves, which may consequently cause high delay and low
throughput. Consequently, the QoS guarantee of real time flows is violated.

In this paper, we propose a DiffServ module to support differentiated service
in mobile ad hoc networks through congestion control. Our DiffServ module uses
the periodical rate control for real time traffic and the best effort bandwidth
concession when network congestion occurs.

The organization of this paper is as follows. In Section 2, we describe our
DiffServ module and congestion detection and congestion control mechanism.
In Section 3, we represent simulation model, simulation parameters and some
results. Finally, conclusions are offered in Section 4.

Fig. 1. Congestion in mobile ad hoc networks

2 Proposed DiffServ Module for Mobile Ad Hoc
Networks

The most dominant factor of packet transfer delay in networks is queuing delay.
So, delay and jitter are minimized when queuing delays are minimized. The
intent of the EF PHB is to provide a PHB in which EF marked packets usually
encounter short or empty queues. EF Service should provide minimum delay and
jitter [2].

According to RFC 3246 [2] which discusses the departure time of EF traffic,
a node that supports EF on an interface I at some configured rate R must satisfy
the following condition for the j-th packet:

d(j) ≤ F (j) + E (1)
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where d(j) is an actual departure time, F(j) is a target departure time, and
E is a tolerance that depends on the particular node characteristics. E provides
an upper bound on (d(j)-F(j)) for all j.

F(j) is defined iteratively by

F (0) = 0, d(0) = 0 for all j > 0 : (2)

F (j) = max[a(j),min(d(j − 1), F (j − 1) +
L(j)
R

. (3)

where a(j), L(j), and R denote an arrival time, the packet length, and the
EF configured rate, respectively.

The rate at which EF traffic is served at a given output interface should be
at least the arrival rate, independent of the offered load of non-EF traffic to that
interface [2]. The relationships between EF traffic’s input rate and output rate
in each node are represented in the following three cases:

1. input rate > output rate
2. input rate < output rate
3. input rate = output rate

In case 1, it is difficult to support EF service because of the higher queuing
delay. In case 2, the queuing delay is minimal so that high quality is provided to
EF traffic. Non-EF traffic, however, is starved. Also, the delay and throughput
of EF traffic can fluctuate because the output rate of EF traffic is disturbed.
Finally, case 3 is considered as an ideal case for EF traffic. We assert that the
input and output rate of EF traffic should be the same.

Fig. 2. DiffServ module

A path of real time traffic is established by the QoS extensions [7] of routing
protocols such as AODV (Ad hoc On-demand Distance Vector) [10] and OLSR
(Optimized Link State Routing protocol) [11]. QoS routing protocols find an
optimal path in meeting the delay and bandwidth requirements of real time
traffic.

The proposed DiffServ module exists in the IP layer together with routing
protocol as illustrated in Fig. 2. There is an interface between the DiffServ
module and MAC for their interoperation. The DiffServ module controls the
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output rate of traffic using a MAC delay or bandwidth usage provided through
the interface. The objective of our DiffServ module is guaranteeing the QoS
requirement of already established real time traffic. The DiffServ module has
two main roles:

1. It periodically regulates the output rate of real time traffic to meet band-
width requirements. In other words, the output rate is maintained the same
as the input rate. This rate maintenance provides not only the ideal EF ser-
vice as previously described but also a stable throughput and delay of real
time traffic. The rate adjustment can be implemented by using the token
(leaky) bucket [9].

2. When congestion occurs, the bandwidth of best effort traffic is conceded to
real time traffic in order to prevent the QoS requirement penalty. Fig. 3
illustrates the conceding of best effort bandwidth to real time traffic.

Fig. 3. The concession of best effort bandwidth

If queues remain short and empty relative to the buffer space available, packet
loss and queuing delay is kept to a minimum. Since EF traffic usually encounters
short or empty queues, and node mobility induces obscurity of queue utilization
(i.e., the queue length of node after moving reflects the queue length of at position
right before moving), the conventional congestion detection method (e.g., drop
tail, RED (Random Early Detection)) using a queue overflow or queue threshold
value is not appropriate for mobile ad hoc networks.

For these reasons, in our scheme, congestions are detected by monitoring
when the delay and bandwidth utilization of real time packets exceed a given
threshold. Packet delay and bandwidth utilization can be simply measured at
the congestion node by using the timestamp in a packet and counting amount
of packet received per second, respectively. Also, the recent research, BLUE [8]
shows that RED congestion avoidance algorithm using a queue length estimate
to detect congestion has inherent weakness. Queue lengths do not directly relate
to the true level of congestion in the real packet networks. BLUE use the packet
loss and link utilization history for congestion detection.

When a node detects congestion, it sends out congestion notification messages
in the direction of the source node of the real time flow as illustrated in Fig. 4.
The notification messages are broadcast because of wireless medium characteris-
tics. First, one-hop upstream nodes receiving the notification messages concede
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the bandwidth allocated for their best effort flows to their real time flows to
relieve a congested situation. At this time, if the congestion is resolved, all con-
gestion control processes end and congestion notification messages are no longer
relayed in the direction of source nodes. Usually, the congestion can be solved
at one-hop upstream nodes of congestion node because many one-hop upstream
nodes (three nodes in Fig. 4) simultaneously reduce the rate of their best effort
traffic.

If the congestion is not relieved, however, the congestion notification messages
are continuously relayed in the direction of source nodes. So, two-hop, three-hop,
. . . , upstream nodes receiving the notification messages reduce their output rates
of their best effort flows. Through this process, if the congestion is solved all
processes successfully end, and if the congestion is not solved the notification
messages are continuously relayed in direction of source nodes until congestion
is solved. So, light congestion is simply relieved at one-hop upstream nodes, but
the heavy congestion is relieved after many upstream nodes reduce their best
effort output rates.

Fig. 4. Congestion control in mobile ad hoc networks

3 Simulation

We evaluated our mechanism via simulation. Fig. 5 illustrates the network model
used in the simulation. We have modeled only one congestion node and it’s three
upstream nodes from network of Fig. 4 because only three one-hop upstream
nodes of congestion node can completely relieve the congestion in our simulation.
Also, the rate reduction amount of the best effort bandwidth at each node can
determine more relay of congestion notification message. This is network design
choice. The simulation in mobility situation is future work.

In Fig. 5, three nodes simultaneously access a channel in order to communi-
cate with a congested node. It is assumed that a contention-based service by the
IEEE 802.11 Distributed Coordination Function (DCF) [5] channel access mode,
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based on the carrier sense multiple access with collision avoidance (CAMA/CA),
is used to contend for the medium for each packet transmission. When a packet
arrives at the MAC layer, the MAC listens to the channel and defers access to
the channel according to CSMA/CA algorithm. When the MAC acquires access
to the channel, then packets are exchanged.

We have simulated the 802.11 DCF as time slot based. The length of data
packet is assumed as 80 bytes which is equivalent to 26 μs at the channel bit rate
of 24 Mbps. The DCF and simulation parameters are reported in Table. 1. Each
node is modeled as a perfect output buffered device, that is, one which delivers
packets immediately to the appropriate output queue as illustrated in Fig. 6.

Fig. 5. network model

Table 1. DCF and simulation parameters

Channel bit rate 24 Mbps
Slot time 9 μs

SIFS 16 μs
DIFS 34 μs

Length (size) of contention window 0∼63 μs (8)
ACK transmission time 5 μs

Data packet transmission time 27 μs (80bytes)

Fig. 6. Model of node with prioritized queues
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The focus of the experiments is whether our DiffServ module guarantees the
QoS requirements of real time traffics as the best effort traffic load is increased.

Fig. 7 shows throughput and delay when the output rate of real time traffic is
maintained the same as the input rate. The input rate of real time traffic is 1Mbps
that represents a bandwidth requirement. In the experiment, the best effort
traffic load continuously increased while the rate of real time traffic is maintained
at 1 Mbps. As a result of experiment, the throughput of the best effort traffic
increases up to some point and after that point, is saturated to almost 5 Mbps.
Furthermore, the delay of the best effort traffic suddenly increases after the
saturation point. We can see that the throughput of real time traffic is maintained
successfully meeting the bandwidth requirement. The delay performance of real
time traffic also shows a relatively stable pattern. Assuming that the bandwidth
requirement is 1 Mbps and the node-to-node delay requirement is 10 ms, then the
network is not congested. A congestion control mechanism for real time traffic
is not needed.

(a)Throughput (b)Delay

Fig. 7. The throughput and delay when the real time bandwidth requirement is
1 Mbps

If the bandwidth requirement of real time traffic is changed to 3.027Mbps,
however, we can observe congestion as shown in Fig. 8. In this case, the band-
width requirement of real time is satisfied when the offered loads of best effort
are relatively low. As the best effort traffic load increases, however, the through-
put of real time traffic decreases and the delay also terribly increases, which
induces the QoS violation of real time traffic.

Fig. 9 shows the throughput and delay performances with our congestion
control mechanism. When the bandwidth requirement of real time traffic is
3.027Mbps, the throughput of real time traffic is stably maintained at 3.027Mbps
and the delay is also maintained at stably low values as a result of the best effort
bandwidth concession. In Fig. 9, the crooked points represent that congestion
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(a)Throughput (b)Delay

Fig. 8. The throughput and delay with no congestion control when the real time
bandwidth requirement is 3.027 Mbps

(a)Throughput (b)Delay

Fig. 9. The throughput and delay with congestion control when the real time
bandwidth requirement is 3.027 Mbps

control is performed. Whenever congestion is detected, the bandwidth of best
effort traffic is conceded to real time traffic through its rate reduction. As pre-
viously described, congestion is detected by a delay threshold value of real time
packet.

4 Conclusion

In this paper, we proposed DiffServ module, supporting service differentiation in
mobile ad hoc networks through rate regulation and congestion control. In our
scheme, for real time traffic, we regulated its output rate the same as the input
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rate. This regulation produced stable throughput and delays. The congestion
was detected by measuring the delay or bandwidth utilization of real time traffic
and comparing it with some threshold values. The congestion was controlled by
conceding the best effort bandwidth to real time traffic. We verified our DiffServ
mechanism through simulation. The experiment results showed that our mech-
anism could offer stable throughput and stably low delays for real time traffic.
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Abstract. We propose an extensible exploit framework for automation
of penetration testing (or pen-testing) without loss of safety and describe
possible methods for sanitizing unreliable code in each part of the frame-
work. The proposed framework plays a key role in implementing HackSim
a pen-testing tool that remotely exploits known buffer-overflow vulnera-
bilities. Implementing our enhanced version of HackSim for Solaris and
Windows systems, we show the advantages of our sanitized pen-testing
tool in terms of safety compared with existing pen-testing tools and ex-
ploit frameworks. This work is stepping toward a systematic approach
for substituting difficult parts of the labor-intensive pen-testing process.

1 Introduction

Vulnerability scanning is deployed to check known vulnerabilities on a single
system or a series of systems in a network. There are a number of scanning tools
which are available publicly or commercially [1]. Penetration testing (or pen-
testing) is a goal-oriented method similar to “catch-the-flag” that attempts to
gain privileged access to a system using pre-conditional means that a potential
attacker could manipulate. A tester, sometimes known as an ethical hacker, gen-
erally uses the same methods and tools used by attackers to undermine network
security. Afterward, penetration testers report on the exploitable vulnerabilities
they found and suggest strengthening steps needed to make their client’s sys-
tems more secure [2,10,11]. Most security consulting firms provide pen-testing
services by red teams or ethical hackers [3,4], and the market volume for these
services is expected to grow substantially [5,19].

Vulnerability scanners provide automated scanning with user-friendly inter-
faces and extensible structures for updating new vulnerabilities. In addition,
scanning is conducted using safe methods that do not produce unexpected im-
pact on target systems, at the expense of false-positive results. Pen-testing is
performed manually using the same methods a real attacker employs. Such a
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time consuming task as pen-testing provides visible and useful results from a
deep investigation of a target system. However, pen-tesing may leave behind
security holes or cause unintended damage to the system [6]. Thus, this safety
problem is an obstacle in automating pen-testing procedures. Because recent
pen-testing tools or exploit frameworks for pen-testing do not provide a saniti-
zation method to deal with unreliable exploit code, safety of their pen-testing
cannot be guaranteed [10,11,12,13].

Therefore, in this paper, we propose an extensible exploit framework as a
foundation for automating pen-testing with safeguards and describe consider-
ations for sanitizing unreliable code in each part of the framework. Also, we
implement HackSim, an automated pen-testing tool, as the prototype system
of the proposed framework. Current implementations of HackSim are able to
exploit four well-known vulnerabilities in Solaris and three in Windows. Never-
theless, it is easy to add new vulnerability tests to HackSim. Also, we show two
examples of sanitized exploit code that do not negate the benefits of pen-testing.

The remainder of the paper is organized as follows: We describe related works
and the differences underlying our work in Section 2. Overall system architecture,
the extensible exploit framework for pen-testing and the design consideration for
sanitizing each part of exploit framework is presented in Section 3. We exam-
ine implementation issues and implementation results in Section 4. Finally, we
summarize this paper and give concluding remarks in Section 5.

2 Related Works

Testing methodologies can be classified into two categories: blackbox testing and
whitebox testing. Blackbox testing is used when the tester has no prior knowledge
of a system. On the other hand, whitebox testing is used when the tester knows
everything about the system – like a glass house in which everything is visible.

Blackbox testing is a very useful method for finding unpublished vulnerabil-
ities and it can be performed quickly using automated tools such as SPIKE [9].
Using it, we can collect information that is necessary for testing vulnerabilities
and we also can obtain exploit codes for the vulnerabilities that we want to
check. However, such a tool terminates the system or service because it carries
out random attacks in order to know whether the testing has succeeded or not.
Thus, blackbox testing is inappropriate for finding potential vulnerabilities when
the purpose of pen-testing is not to terminate system or service but to safely
find vulnerabilities.

Several commercial pen-testing tools and open-sourced exploit frameworks
using whitebox testing have been proposed. Canvas and Core Impact are com-
mercial pen-testing tools that include a network scanner and exploit frame-
work [10,11]. Also, open source projects such as Metasploit and LibExploit
provide exploit frameworks for pen-testing [13,12]. These frameworks include
libraries of common routines and tools to generate shellcode 4.
4 In case of exploit codes for remote targets, shellcode is defined as a set of instructions

injected into an exploited program and then executed on remote targets.
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Fig. 1. HackSim Architecture Overview

Existing pen-testing tools and exploit frameworks have pros and cons. Those
released as open source have not been fully verified in terms of safety. They
produce lots of unreliable exploit code which causes pen-testing to fail and may
lead to operating system and application crashes. Therefore, the safety of exploit
code is highly required, but existing tools and frameworks are not concerned
about the safety of exploit codes. They do not try to verify the safety of their
pen-testing procedures.

In order to achieve appealing results for administrators and reliable pen-
testing, we designed and implemented an automated pen-testing tool supporting
the usability and safety of vulnerability scanners as well as the correctness of
manual pen-testing.

3 HackSim Design

3.1 Architecture Overview

A top-down approach is used for describing our proposed system. First, we
present the overall system architecture for automated pen-testing, which consists
of two parts: “scanner program” and “exploit program”. The scanner program is
for processing user inputs and preparing corresponding parameters being passed
to the exploit program. The exploit program is for launching the exploit codes
in an extensible and safe way, which is described in the following subsections.

Components in the overall architecture are shown in Fig. 1. The lower part
is for the exploit program, and the upper part is for the scanner program. When
the scanner program generates penetration commands after getting user inputs
such as the target range and other option values, the scanner program invokes
the exploit program with commands generated by the scanner program.
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Fig. 2. Structure of the extensible exploit framework

The scanner program includes concise scanning functionalities, as shown in
the dotted box in Fig. 1. The simple scanner performs OS fingerprinting and port
scanning for checking the availability of targets and investigating information
about them before penetration.

3.2 Extensible Framework for Exploit Codes

The exploit program of our pen-testing tool is designed as an extensible exploit
framework for representing various exploit codes. Exploit codes are organized
quite differently by the class of vulnerability. Among many classes of vulnera-
bilities, we confine our efforts to the remote buffer overflow vulnerability. The
reason for this is that buffer overflows accounted for more than 50 percent of
CERT advisories from 1996 to 2001 and 40 percent of the 20 most critical inter-
net security vulnerabilities identified by the SANS Institute and the FBI [14,15].

From the analysis of public exploit codes for remote buffer overflow vulnera-
bilities, we can build an exploit framework that consists of five functions and two
input data as illustrated in Fig. 2. This framework plays a key role as an engine
for pen-testing and provides extensibility as a common platform for adding new
exploit codes.

The option handling part is in charge of handling options for individual ex-
ploit codes in the framework. Different options in each exploit code are integrated
into common interfaces in the option handling part.

The shellcode part is a set of instructions to be injected into an exploited
program and executed on a target when the exploit works. It consists of the
preprocessing shellcode, the body shellcode and the termination shellcode. The
preprocessing shellcode is the preparation code to be executed before executing
the body shellcode. For example, if the body shellcode contains a null character,
the preprocessing shellcode should use a technique to avoid it. In Windows, if the
body shellcode makes use of dynamic libraries, it also supports techniques such as
PEB, SEH or TOPSTACK to retrieve function APIs(Application Programming
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Interface) safely [17]. The body shellcode is a main set of instructions to be
explicitly chosen by a pen-tester so that it should be executed on a target in
case of successful exploitations. The termination shellcode returns the exploited
hosts to their normal state. Note that this shellcode part can be reused for
different exploit codes on the same OS and CPU architecture.

The buffer fabrication part adjusts the size of an input buffer, and writes an
address on the buffer for returning to the prepared shellcode position. Therefore,
every target service needs to be exploited using different buffer fabrication codes.
The connection part is for establishing a connection to a remote service using
either a socket connection or remote procedure call(RPC). The transmission part
sends the fabricated buffer to the vulnerable position in the target service. To
put the fabricated buffer onto the right position, the transmission part should
talk to the target service with its own protocol until the overflow is caused.

The verification part returns the result after executing the shellcode. The re-
sult informs whether the penetration succeeds or not. If the penetration succeeds,
the framework reports that the corresponding service is ‘penetrable’. Otherwise,
the penetration starts over from the buffer fabrication, as indicated by the outer
arrow in Fig. 2. In each trial, the return address stored on the run-time stack is
written again incrementally in order to fit the exploitable position. If the num-
ber of trials is not set by a tester, the exploit program repeats until it succeeds.
However, if the penetration fails in the system that this brute force attack is not
allowed, the framework reports that the corresponding service is ‘impenetrable’
at a trial.

3.3 Design Consideration for Sanitizing Exploit Codes

Pen-testing is performed using the same methods employed by an attacker. Con-
sequently, it executes coded commands after exploiting vulnerable hosts. Thus,
we have to make sure that this code is trustworthy and safe. In this section, we
consider the sanitization of exploit codes to guarantee these needs.

Pen-testing should provide the assurance of safety. Safety can be handled
by two parts: system part and service part. System safety means the safety
of whole system and includes the safety of all services in the system. Service
safety should meet the availability and the reliability of the service. Availability
means that the service is in operation and reliability means that the service
operates correctly. That is, we should verify that pen-testing against a service
does not affect the safety of other services and the system by creating back
doors, propagating worms, etc. In order to accomplish safe pen-testing, some
considerations for sanitizing each module in Fig. 2 are described as follows.

The buffer fabrication part is very important in some cases, especially when
a multi-threaded service in Windows is terminated after one of its threads gener-
ates an unhandled exception. Mis-prediction of a return address causes an appli-
cation to crash and Windows does not allow brute force attacks. Some methods
support relatively safe jumps to the shell code area by using the register. This
method also works well in a multi-threaded environment [16].
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The function of the connection and transmission part is to deliver a shell-
code to the service of a remote system. In these parts, pen-testing will fail if
there are problems caused by a tester or by other factors such as the network
environment, service availability, etc. We take it for granted that there is no
problem connecting to the service of a remote system and just concentrate on
user faults to sanitize these parts. It is helpful to support libraries or modules
that are divided by protocol and to contain functions making communication
requests easily.

As mentioned before, shellcode can be divided into three parts: preprocess-
ing, body and termination. Among them, the body shellcode is the one to let
the tester execute arbitrary commands on the target machine. Therefore, this
part should be carefully checked so that the body shellcode does not affect the
integrity of the system and successfully sends results. Also, because the system
call number or the address of a kernel service in system library is different in
various operating systems, the body shellcode using kernel services should be
checked carefully.

The termination shellcode returns the exploited service to its normal state.
Most public exploit codes do not consider the importance of the termination
shellcode for the safety of pen-testing. An infected thread or process rarely goes
back to its normal state and polluted data makes it impossible to return a system
to its normal state. The best choice is always to terminate the thread or process
safely. To achieve this goal, we have to handle important tasks like releasing
resources used by the thread and restoring data in shared memory, etc. It is
not always a necessary task but the system might be impaired if we close our
eyes to this matter. After that, we should terminate the thread by calling the
corresponding function to exit it.

In some cases, not all modules of the extensible exploit framework need to
be inspected, but it is highly recommended that the shellcodes are sanitized
carefully, especially the body shellcode and the termination shellcode.

4 Implementation

This section describes the implementation issues of HackSim, based on previous
system design. HackSim was implemented on Linux operating systems using C
and Java for the exploit framework and the scanner program, respectively. It
can do pen-testing against Windows and Solaris operating systems.

4.1 Modularizing Exploit Codes

To implement a prototype of the proposed exploit framework, we collected pub-
licly available remote exploit codes for well-known vulnerabilities in Solaris and
Windows. We analyzed them and selected 7 exploit codes for rapid prototyping
of the proposed framework [14]. The characteristics of the seven vulnerabilities
and their exploits are listed on Table 1. The number of exploit codes is small,
but they cover the main exploits of Solaris and Windows. Their connection
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Table 1. Exploit codes used for implementing the exploit framework

CVE Index Target OS Connection Vulnerability Shellcode

CVE-2001-0236 snmpXdmid Solaris RPC Stack Overflow findsocket

CVE-2001-0797 telnetd Solaris Socket Stack Overflow bindsocket

CVE-2001-0803 dtspcd Solaris Socket Stack Overflow cmdshell

CVE-2002-0033 cachefsd Solaris RPC Heap Overflow findsocket

CAN-2003-0352 RPC-DCOM Windows RPC Stack Overflow bindsocket

CAN-2003-0533 LSASS Windows RPC Stack Overflow bindsocket

CAN-2003-0719 IIS-PCT Windows Socket Stack Overflow bindsocket
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Fig. 3. Two ways for executing specified commands on a remote target host

methods included both Socket and RPC, and their vulnerabilities included both
stack and heap overflow. In addition, their shellcodes manipulate commonly-used
codes such as findsocket, cmdshell, or bindsocket 5.

To integrate diverse exploit codes into a single framework, the most impor-
tant part is the shellcode. The proposed system uses the same shellcode for all
the different exploit codes. Hence, the verification of executing the shellcode is
integrated into the framework using the same code for each exploit code.

There are two ways for executing specified commands on a remote host us-
ing shellcodes as shown in Fig. 3. One is to execute commands on a root shell
acquired by connecting to a backdoor port that is opened on a target host by
shellcodes such as bindsocket. The other is to execute commands directly within
shellcodes invoking a root shell. We selected the latter to avoid leaving any back-
doors. We manually replaced the shellcodes of four exploit codes for Solaris with
a common shellcode “cmdshell” executing reverse telnet commands on a target
host [8]. Also, we replaced shellcodes of three exploit codes for Windows with a
common shellcode “connectback”, which provides the same result as executing
reverse telnet commands [13].

5 Assembly codes of findsocket, cmdshell, bindsocket are described in [7].
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4.2 Sanitizing Exploit Codes

Sanitizing the Body Shellcode

If public exploit codes are used to perform penetration testing as they are, un-
expected security holes may be left on target systems. For example, in Table 1,
exploit codes for ‘telnetd’ and ‘dtspcd’ services may leave backdoors on target
systems. The following code comes out of the exploit code for ‘dtspcd’ services,
and this shows how the exploit code creates a backdoor.

cmd[] = "echo \"ingreslock stream tcp nowait root /bin/sh sh -i
\"$>$/tmp/.x; /usr/sbin/inetd -s /tmp/.x;/bin/rm -f /tmp/.x";
execl("/bin/sh","/bin/sh","-c", cmd, 0);

If the above code is executed on a target system, a backdoor port is opened
on the system like the left figure of Fig. 3. Unless the backdoor port is closed
explicitly, it will remain a severe security hole.

In order to execute specified commands without leaving any backdoor on a
target system, we can use the following reverse telnet code [8].

cmd[] = "telnet target 1234 | /bin/sh | telnet target 5678";
execl("/bin/sh","/bin/sh","-c", cmd, 0);

Reverse telnet also allows the execution of commands on a compromised
system even when the system is protected by a firewall. This is due to the
fact that the security policy for incoming traffic is usually stricter than that of
outgoing traffic. For the purpose of satisfying the requirements of safety and
utilizing the benefits of reverse telnet, we used this technique in order to sanitize
every exploit codes for Solaris.

But, if the above command is used in shellcode, the exploit code does not
work because the second telnet session fails to write ‘stdout’ messages on the
target hosts. Accordingly, in order to redirect ‘stdout’ messages of the second
telnet session without printing out any messages, we added a ‘| sleep 1’ command
to cmd[].

Sanitizing the Termination Shellcode

If public exploit codes or the exploit framework of Metasploit is used in or-
der to perform pen-testing on the LSASS [18] vulnerability, unintended damage
on target systems occurs.

That is, they succeed in penetrating the systems, but if the command window
is closed, the target host is rebooted in one minute. The reason is that a multi-
threaded process in Windows is terminated when one of its threads generates an
unhandled exception. This problem can be solved by adding the ‘ExitThread’
function to the end of the termination shellcode instead of ‘ExitProcess’.

Also, we analyzed the RPCRT4 thread model because the exploit codes for
the LSASS vulnerability affects the RPCRT4 thread. The analysis is focused on
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Fig. 4. A result of automated penetration testing using HackSim

whether the LSASS service works correctly after one thread is terminated using
the ‘ExitThread’ function call. From this analysis, we got the positive result that
the service is recovered and works well.

However, one problem remains. The exploit succeeds in Windows 2000 but
not always in Windows XP. The reason is that one value in the data part of
LSASRV.dll is changed to a wrong value during the exploit. The vulnerable
function changes this value to zero when the last byte of shellcode is not a new
line character, 0x0A. This zero value causes the following exploit or request to
fail. This problem can be solved easily by assigning a non zero value to the data
area or by adding a new line character to the last position of the shellcode.

4.3 Implementation Results

HackSim provides a high level of automation for labor-intensive pen-testing. Se-
lectable options allow testing a wider range of targets and provide professional
pen-testers with a flexible testing environment. Also, the result of penetration ap-
pears in the status window and provides collective evidence with higher accuracy
than existing scanners. When the exploit works, the tool provides a privileged
access on the newly created window in order to provide an evidence about ex-
ploited targets. By terminating the window, all connections are simply cleaned
up without leaving behind any security hole. Fig. 4 shows pen-testing results
using HackSim.

In addition, HackSim provides the extensibility for newly found vulnerabil-
ities. This tool supports remote buffer overflow vulnerabilities that are used in
the recent most worms. Also, it includes a sanitized shellcode that can be used
commonly for all exploit codes. Therefore, HackSim can be easily extended to
support exploit codes for newly found remote buffer overflow vulnerabilities.
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5 Conclusion

In this paper, we have proposed an extensible exploit framework for an au-
tomation of pen-testing without loss of safety and described considerations for
sanitizing unreliable codes in each part of the framework. Furthermore, a pen-
etration testing tool, HackSim, is implemented on the basis of this framework.
The enhanced HackSim can perform automated penetration testing without loss
of safety and collect probed evidence if it succeeded in penetrating a system.
Experiments against Solaris and Windows systems have shown how safely we
can retrieve the most important information using automated pen-testing.

From the fact that penetrating a network is often done by exploiting a well-
known weakness, this study is one step toward confirming the usefulness of au-
tomated pen-testing. The extension of HackSim to enhance the extensibility for
newly found vulnerability and support the automation of the sanitization process
remains for future work.
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Abstract. We describe the extended Hadamard matrices named Jacket
in terms of combinatorial designs, and show that the center weighted
Jacket matrices belong to a class of cocyclic matrices. Additionally, a
simple public key exchange system on cocylcic Jacket matrices is pro-
posed.

1 Introduction

Recently, Lee derived Jacket transform from the Walsh-Hadamard transform
(WHT) and discrete Fourier transform (DFT) [5,6]. A generalized Jacket trans-
form including both the WHT and a variant of the DFT for signals was described
in [7]. The purpose of this paper is to show that the center weighted Jacket matri-
ces belong to the classes of cocyclic matrices and generalized Butson Hadamard
[1-4]. Different from the conventional matrices, the inverse form of Jacket ma-
trices is only from the entrywise inverse and transpose.
Center Weighted Jacket Matrices : An 2n × 2n matrix [J ]2n is of the form [5,6]

[J ]2n = [J ]2n−1 ⊗ [H ]2 , n ≥ 3, (1)

where [J ]22 =

⎡⎢⎢⎣
1 1 1 1
1 −w w −1
1 w −w −1
1 −1 −1 1

⎤⎥⎥⎦, w �= 0, and [H ]2 =
[
1 1
1 −1

]
.

Theorem 1: Assuming that G is a finite group of order v. A cocycle is a set of
map which has [3, 4]

ϕ(g, h)ϕ(gh, k) = ϕ(g, hk)ϕ(h, k), (2)

where g, h, k ∈ G and ϕ(1, 1) = 1. Then the cocycle ϕ over G is naturally
displayed as a cocyclic matrix Mϕ. This is a v × v matrix whose rows and
columns are indexed by the elements of G, such that the entry in row g and
column h is ϕ(g, h).

� This work was supported by University IT Research Center Project, Ministry of
Information & Communications, Korea.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 662–668, 2005.
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In previous work, generalized cocyclic Hadamard and different sets were reported
and analyzed [3,4]. In this paper, we investigate a simple polynomial index rep-
resentation on GF (2n) for constructing the cocylcic Jacket matrices.
A polynomial index on GF (2n): A set of index is defined by a recursive extension
by using

G2n = G2n−1 ⊗G21 (3)

For given G2 = {1, a} and {1, b}, we can obtain

G2n = G2n−1 ⊗G21 = {1, b} ⊗ {1, a} = {1, a, b, ab}, (4)

where the symbols a, b, c, ... have a2 = b2 = c2 = ... = 1. Further, the generalized
extension way is illustrated in Fig.1. And this group G2n can be one to one
mapped into polynomial Glaois field GF (2n), as shown in Table 1.

Fig. 1. Polynomial index extension.

Table 1. Representation G23 to GF (23)

Symbol Binary Exponential Polynomial

1 000 0 0

a 001 α0 1

b 010 α1 x

c 100 α2 x2

ab 011 α3 x + 1

bc 110 α4 x2 + x

abc 111 α5 x2 + x + 1

ac 101 α6 x2 + 1
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2 Cocyclic Jacket Matrices

The center weighted Jacket matrices could be easily mapped by using a simple
binary index representation [7,8]

sign = (−1)<g,h> (5)

where < g, h > is the binary inner product. Such g = (gn−1gn−2...g0) and h =
(hn−1hn−2...h0), and< g, h >= g0h0+g1h1+...+gn−1hn−1, where gt, ht ∈ {0, 1}.
In the proposed polynomial index, we can use a special computation to present
the binary inner product < g, h >,

< g, h >
Δ=(B [P0(gh)]⊕B [P1(gh)] ...⊕B [Pt(gh)]) (6)

where Pt(gh) denotes the tth part of the product of gh, ⊕ is mod 2 addition and
the function B [x] is defined by

B(x) =
{

0 x ∈ G2n − {1}
1 x = 1 (7)

Example 1: If g = a, h = ab, the inner product < g, h > can be calculated as
Step 1: gh = a · ab = a2b
Step2: The product of gh have two parts, P0(a2b) = a2and P1(a2b) = b
Step 3: The bent function B[a2] = B [1] = 1, B [b] = 0
Step 4: < g, h >= B

[
a2
]⊕B [b] = 1⊕ 0 = 1.

The weighted factors in the center weighted Jacket pattern can be presented by

weight = (i)(gn−1⊕gn−2)(hn−1⊕hn−2) (8)

where i =
√−1. By directly using the polynomial index we can define the weight

function equals to [7,8]
weight = (i)f(g)f(h) (9)

and

f(x) =
{

1 if(xn−1xn−2) ∈ {a, b}
0 others

(10)

where (xn−1xn−2) ∈ GF (22), and a, b ∈ {1, a, b, ab} ∈ GF (22).
Example 2: let g = c, h = ac, in GF (23), we can calculate the f(g) and f(h)
by using

Step 1: g = c = (gn−1gn−2g0) = (g2g1g0) = (100)

h = ac = (hn−1hn−2h0) = (h2h1h0) = (101)

Step 2: (gn−1gn−2) = (10) = b ∈ GF (22)

(hn−1hn−2) = (10) = b ∈ GF (22)

Step 3: f(g) = 1, f(h) = 1 from (10)
Step 4: weight = (i)f(g)f(h) = i
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Thus a center weighted Jacket pattern can be denoted by

[J ](g,h) = sign · weight = (−1)<g,h>(i)f(g)f(h) (11)

Example 3: A four by four Jacket matrix with polynomial index can be mapped
as below.

g, h| 1 a b ab
1
a
b
ab

∣∣∣∣∣∣∣∣
⎡⎢⎢⎣

1 1 1 1
1 −w w −1
1 w −w −1
1 −1 −1 1

⎤⎥⎥⎦
According to the pattern of (1), it is clearly that ϕ(1, 1) = 1, and

ϕ(g, h) = (−1)<g,h>(i)f(g)f(h) (12)

further we have

ϕ(g, h)ϕ(gh, k) = (−1)<g,h>(i)f(g)f(h)
(
(−1)<gh,k>(i)f(gh)f(k)

)
= (−1)<g,h>⊕<gh,k>(i)f(g)f(h)⊕f(gh)f(k) (13)

In the polynomial index mapping, the binary presentation of the product of two
indexes equals to the addition of the binary presentation of each index, such as

Binary(gh) = ((gn−1 ⊕ hn−1) , (gn−2 ⊕ hn−2) , ... (g0 ⊕ h0)) (14)

Example 4: g = a, h = b in GF (22), gh = ab => (1, 1), it equals to

((g1 ⊕ h1), (g0 ⊕ h0)) = ((0⊕ 1), (1⊕ 0)) = (1, 1)

where (g1g0) = (0, 1) = a,(h1h0) = (1, 0) = b. Based on (14), we now prove

< g, h > ⊕ < gh, k >=< g, hk > ⊕ < h.k > (15)

Proof : < g, h > ⊕ < gh, k >= (gn−1hn−1 ⊕ gn−2hn−2 ⊕ ...⊕ g0h0)⊕

((gh)n−1kn−1⊕(gh)n−2kn−2⊕...⊕(gh)0k0)=((gn−1hn−1⊕gn−2hn−2⊕...⊕g0h0)

⊕ ((gn−1 ⊕ hn−1) kn−1 ⊕ (gn−2 ⊕ hn−2) kn−2 ⊕ ..⊕ (g0 ⊕ h0) k0))

= (gn−1(hn−1 ⊕ kn−1)⊕ gn−2(hn−2 ⊕ kn−2)⊕ ...⊕ g0(h0 ⊕ k0))

⊕ (hn−1kn−1 ⊕ hn−2kn−2 ⊕ ...⊕ h0k0) =< g, hk > ⊕ < h, k > (16)

and we obtain
(−1)<g,h>⊕<gh,k> = (−1)<g,hk>⊕<h.k> (17)

Similarly, we can prove that

f(g)f(hk)⊕ f(h)f(k) = f(g)f(h)⊕ f(gh)f(k) (18)
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Proof : f(g)f(hk)⊕ f(h)f(k) = (gn−1 ⊕ gn−2)((hn−1 ⊕ kn−1)⊕ (hn−2 ⊕ kn−2))

⊕ (hn−1 ⊕ hn−2) (kn−1 ⊕ kn−2) = (gn−1 ⊕ gn−2)(kn−1 ⊕ kn−2)⊕ (hn−1 ⊕ hn−2)

= (gn−1 ⊕ gn−2) (hn−1 ⊕ hn−2)⊕ ((gn−1 ⊕ gn−2)⊕ (hn−1 ⊕ hn−2))

(kn−1 ⊕ kn−2)) = f(g)f(h)⊕ f(gh)f(k) (19)

And the function has

(i)f(g)f(hk)⊕f(h)f(k) = (i)f(g)f(h)⊕f(gh)f(k) (20)

As a result, we can prove that any Jacket pattern from

ϕ(g, h) = (−1)<g,h>(i)f(g)f(h) (21)

has
ϕ(g, h)ϕ(gh, k) = (−1)<g,h>(i)f(g)f(h)

(
(−1)<gh,k>(i)f(gh)f(k)

)
= (−1)<g,h>⊕<gh,k>(i)f(g)f(h)⊕f(gh)f(k)

= ϕ(g, hk)ϕ(h, k) = (−1)<g,hk>⊕<h.k>(i)f(g)f(hk)⊕f(h)f(k)

(22)

In the Example 3, we can take g = a, h = b, gh = ab, k = 1 and ϕ(g, h) =
ϕ(a, b) = −i, ϕ(gh, k) = ϕ(ab, 1) = 1, ϕ(g, hk) = ϕ(a, b) = −i, ϕ(h, k) =
ϕ(b, 1) = 1, thus we have

ϕ(g, h)ϕ(gh, k) = ϕ(g, hk)ϕ(h, k) = (−i)× 1 = −i (23)

3 A Simple Application to Cryptography System

The cocyclic Jacket matrices will be very useful in combination theory and de-
signs. Especially, the results will be applied for cryptography. Public key cryp-
tography provides a radical departure from all that has gone before. More impor-
tant, public key cryptography is asymmetric, involving the use of two separate
keys, in contrast to symmetric encryption, which uses only one key. The use of
two keys has profound consequences in the areas of confidentiality, key distri-
bution, and authentication, as we shall see [9]. Stronger security for public-key
distribution can be achieved by providing tighter control over the distribution
of public keys from the directory. In order to protect the transmitted informa-
tion, we propose a simple public key exchange system by using cocyclic Jacket
matrices. The encryption algorithm is denoted as follows.
Public Key Exchange Cryptography Algorithm:

Step 1: The authentication (network center) generates two random number
g, h ∈ GF (2n), and a authentication key k ∈ GF (2n).

Step 2: Generated information
{g, h, hk}for user A; {h, k, gh}for user B.

The transmitted information for every user will hide at least one authentication
information. For example, for user A, we transmit {g, h, hk}, the information
{k} is hidden in {hk}, it will be used to protect the information from the partial
wiretapping.
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Step 3: Jacket matrices generation
Different weight factors should be considered to protect the information as a
private confusion key.

Step 4: User A Key Generation
Select Private: nA = ϕ(g, h); Calculate public: PA = ϕ(g, hk).
ϕ() :Cocyclic function on Jacket matrices.

Step 5: User B Key Generation
Select Private: nB = ϕ(h, k); Calculate public: PB = ϕ(gh, k).

Step 6: The public key exchange
Send PA to user B; Send PB to User A.

Step 7: Generation of Secret Key by User A and User B
User A: KA = nA × PB ; User B: KB = nB × PA;
If K = KA = KB, the Key exchange is success.
Since the ϕ() is cocyclic function on Jacket matrices, we can easily prove that

KA = nA × PB = ϕ(g, h)ϕ(gh, k) = ϕ(h, k)ϕ(g, hk)
= KB = nB × PA = K

. (24)

The cocyclic function public key exchange system is shown in Fig.2. For example,
according to (23), we have nA = ϕ(a, b), PA = ϕ(a, b), nB = ϕ(b, 1), and PB =
ϕ(ab, 1), thus we obtain

nA × PB = ϕ(g, h)ϕ(gh, k) = (−w)× 1 = nB × PA = K = −w (25)

where we use a weight factor w in previous introduction. Note that the weight
factor w can be any inverseable nonzero values. To protect the transmitted in-
formation, the generated secret key K can be a polyphase sequence from the
cocylcic Jacket matrices.

4 Conclusion

We generalize the cocyclic Jacket matrices by using the combinatory theory in
this paper. As a result, the Cocyclic Hadamard can also be proved, if the weighted
factor w changed to 1. Based on a novel index group and binary mapping for
Jacket matrices we show that it can be efficiently applied to cryptography or
other areas, similarly to the generalized Hadamard and generalized Butson ma-
trices. Additionally, a simple public key cryptography system according to the
cocyclic Jacket matrices is proposed, it shows that the proposed algorithm will
efficiently give the protection of the consumers.
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Abstract. Session Initiation Protocol (SIP) is the Internet Engineering
Task Force (IETF) standard for IP telephony. It is the most promising
candidate as a signaling protocol for the future IP telephony services.
Comparing with the reliability provided by the traditional telephone sys-
tems, there is an obvious need to provide a certain level of quality and
security for IP telephony. The problem of security is tightly related to
the signaling mechanisms and the service provisioning model. Therefore,
there is a very hot topic in the SIP and IP telephony standardization
for security support. In this paper, we propose a security mechanism for
SIP-based voice over IP (VoIP) systems. Specifically, we focus on the
design and implementation of SIP authentication for VoIP users. The
performance issues for our secure SIP-based VoIP systems are also in-
vestigated. By means of a real testbed implementation, we provide an
experimental performance analysis of our SIP security mechanisms, and
compare the performance with the methods described in standardization.

1 Introduction

The Session Initiation Protocol (SIP) [1] proposed by Internet Engineering Task
Force (IETF) is a signaling protocol for establishing real-time multimedia calls
and sessions. SIP defines four basic classes of network entities: (1) registrar
servers, (2) redirect servers, (3) proxy servers, and (4) user agents (UA). A
registrar server is responsible for keeping the registration information of the
user. A redirect server is a server that accepts SIP requests, maps the destination
address to zero or more new addresses, and returns the translated address to the
originator of the request. A proxy server either handles those requests itself or
forwards them to other servers. The user agent represents an application that
contains both the user agent client (i.e., calling party) and user agent server (i.e.,
called party).

It is widely guaranteed that the traditional public switched telephone net-
work (PSTN) has a good level of quality of service (QoS) and security. If new
IP telephony architectures such as that defined in SIP would like to replace the
PSTN, they shall provide the same basic telephony service with a comparable
level of QoS and network security. SIP defines some security mechanisms such as
Digest [2] and S/MIME [3] (which will be elaborated in the following section).

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 669–678, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



670 Chia-Chen Chang et al.

SIP messages carry MIME bodies where the MIME standard includes mecha-
nisms for securing MIME contents to ensure both integrity and confidentiality.

In Section 2, we describe some security considerations on the VoIP network,
and elaborate on the existing solutions for SIP security. In Section 3, we intro-
duce our design and implementation for SIP security, and describe our proposed
system architecture and the components used in the architecture. Then, we per-
form the experiments based on our implementation testbed, and evaluate the
performance of our security mechanism and compare with that of the existing
solutions. Finally, we conclude this paper and future works.

2 Related Works

2.1 Security Considerations

The considerations examine a set of classic threat models that broadly identify
the security needs of SIP. It is anticipated that SIP will be used on the public
Internet. Attackers on the network are able to modify the packet and wish to
steal services, eavesdrop on communications, or disrupt sessions. We list the
threats to SIP and the corresponding security requirements as follows.

Eavesdropping is the most common attack to a network system. If the traffic
is not encrypted, the content of the traffic is exposed to the public. Confidential-
ity is a security service against eavesdropping. Tampering is the attacker actively
modifying the traffic to cheat the other party and obtain some benefit. Integrity
is security requirement against this attack. The implementation against this kind
of attack can be achieved by adding a messages authentication code (MAC) to
the packet. Replaying attack is the attack that an attacker replays some previous
eavesdropped packets to other parties. To prevent these attacks, the timestamp
is typically used to guarantee the Freshness of the messages.

2.2 The Existing Security Mechanisms and Limitations

SIP signaling between multiple users consists of requests and responses. SIP
messages contain some important information that a user or a server wants to
keep private. The existing security mechanisms in standardization are listed as
follows.

– HTTP Basic [2]: authentication is an industry-standard method that is used
to gather user name and password information. Due to this weak security, the
usage of ”Basic” authentication has been deprecated. Digest Authentication.
As for HTTP Digest authentication, although it solves the problem in Basic
authentication, it is susceptible to chosen plaintext attack. The attacker can
gather many responses from different nonces, and then tries out the password
with brute force.

– Regarding the use of the S/MIME (Secured Multipurpose Internet Mail
Extension), SIP message carries S/MIME bodies to ensure both integrity and
confidentiality. However, it is susceptible to man-in-middle (MIMD) attack
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when the first exchange of keys. Another disadvantage of S/MIME used by
SIP is that a very large size of S/MIME messages will be generated when
the SIP tunneling mechanism is used (please see section 23.4 of RFC 3261)
[1].

– IPSec (IP Security) [4] is standardized by IETF. The purpose of IPSec is
to protect IP packets, which can be accomplished by ESP and AH. IPSec
provides confidentiality and integrity of communication in the IP layer and
authenticates each other in communicating parties. Although IPsec has been
deployed widely, IPsec only authenticates machines, not users.

– TLS (Transport Layer Security) [5] is the transport layer protocol. TLS is
used to provide encryption and integrity services to higher-level network ap-
plications. However, it may be arduous for a local proxy server to maintain
many simultaneous long-lived TLS connections with numerous UAs. Fur-
thermore, the TLS is a kind of public-key based cryptosystems and is also
susceptible to man-in-the-middle attack.

3 System Implementation

3.1 Network Architecture

Fig. 1. The NTP VoIP Network Archi-
tecture

Fig. 2. The Proposed Architecture

Figure 1 shows the network architecture of a NTP (National Telecommu-
nications Development Program) VoIP platform which conducts R&D in ad-
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vanced telecommunication technologies, for the promotion and development of
telecommunication industry. The functionalities of the network entities in this
architecture are described as follows.

Call Server (CS) is located in a service provider’s network and provides call
control functions. The CS is an integration of SIP proxy and registrar server, and
includes call originating, terminating or forwarding functions. An open-source
CS from IPTel (http://www.Iptel.org), named SER (SIP Express Router) is used
in this architecture. Database (DB) is located in a service provider’s network,
and co-located with a CS. User Agent(UA) is an application program residing in
the user’s device. The functions of a UA have been elaborated in Section 1, and
we do not re-iterate them. The source of our UAs comes from CCL (Computer &
Communication Research Laboratories)/ITRI (Industrial Technology Research
Institute).

Based on Figure 1, we introduce and implement two new network entities,
Authentication Server (AS) and Registration Server (RS), to provide a secure
authentication mechanism (see Figure 2). Authentication Server (AS) is respon-
sible for authenticating VoIP users. The mutual authentication is provided by our
AS to prevent a fake server from impersonating a legal server. Register Server
(RS) is a web-based interface for users to apply for a new account. Also, the
functionalities of UA and DB are extended to support our proposed mechanism.
AS retrieves the user information by querying DB, and performs the authenti-
cation procedure with the UA by using the user’s information. Some security
algorithms (e.g., MD5, SHA) are selected to avoid attacks, like Spoofing, Replay
attack, from network.

3.2 Functionalities

Mutual Authentication The basic idea of mutual authentication is that AS
checks the subscriber’s identity while the UA checks if AS is the legal node.
Mutual authentication guarantees that the active attacker cannot get any sub-
scriber’s information from home system or the subscriber. The basis of the mu-
tual authentication mechanism is a master key K shared between UA and the
home network database, and the master key K is never transferred out from
both of them.

Several keys are derived from the permanent key K during the authenti-
cation procedure. The AS sends an authentication request to the UA for each
authentication instance. This message contains two parameters from the authen-
tication vector, called RAND and AUTN. The UA uses the master key K with
the parameters RAND and AUTN as inputs, and carries out a computation like
the generation of authentication vectors in AS. This process for authentication
vector (AV) generation contains executions of several algorithms, which will be
described in the following sections. As the result of the computation, the UA is
able to verify whether the parameter AUTN was indeed generated in a legal AS.
At the same time, the computed parameter RES is sent back to the AS in the
authentication response. By using the authentication response, the AS is able
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to compare the user response RES with the expected response XRES from the
authentication vector.

Fig. 3. Key Generation Function

Authentication Vector Generation in HS The process begins by selecting a
sequence number SQN (note that SQN is in an increasing order). The purpose of
the sequence number is to guarantee that the generated AV is fresh. In parallel,
a random string RAND is generated.

The computation for generating the authentication vector relies on one-way
functions. In our system, four one-way functions, SHA256, MD5, SHA128 and
SHA1, are used to compute the authentication vector. For convenience, those
functions are denoted as F1, F2, F3 and F4. The function F1 differs from the
other three in the number of input parameters. It takes three input parameters:
master key K, random number RAND and sequence number SQN. The other
functions F2, F3 and F4 take only K and RAND as inputs. The output of F1 is
Message Authentication Code (MAC), and the outputs of F2, F3, and F4 are, re-
spectively, XRES, CK, AK. The authentication vector consists of the parameters
RAND, XRES, CK and AUTN. The last one is obtained by concatenating two
different parameters: MAC and the result of bit-by-bit exclusion or operation on
SQN and AK.

Authentication Handling in UA The same functions are involved on this
side, but in a slightly different order. The function F4 has to be computed before
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the function F1 because F4 is used to conceal SQN. This concealment is needed in
order to prevent eavesdroppers from getting information about the user identity
through SQN. The output of the function F1 is marked as XMAC on the user
side. This is compared to the MAC received from the network as part of the
parameter AUTN. A match between XMAC and MAC implies that RAND and
AUTN have been created by some entity that knows K (i.e., the AUTN comes
from legal network).

The UA shall simply check if the SQN is in correct region. In yes, the UA
will use the RAND received from the network and the master key K as the
inputs of F2. Finally, the computed parameter RES will be sent back to AS in
authentication response. The AS will check whether RES is equal to XRES. If
it is successful, the AS will regard the UA as a legal subscriber.

Fig. 4. The Registration Procedure
Fig. 5. The Call Setup Procedure

Message Flow Scenario 1: Registration procedure (user not registered yet)
Figure 4 shows the registration signaling flow when the user is not registered

yet. The subscriber will be authenticated by the AS. If the authentication pro-
cedure is successful, the AS will notify the Call Server about the location of the
UA. For convenience, we denote this part as A.

Scenario 2: Call setup procedure
Figure 5 shows the message flow of connection establishment between UAC

and UAS. In the first part (Steps 1∼7), AS asks UAC to start the authentication
procedure as mentioned in Part A of the registration procedure. The second part
(Steps 8∼19) is the normal SIP connection establishment procedure, and the
details are omitted.
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3.3 Security Analysis

Since it is susceptible to MITM attack in public-key based systems in the first
key exchange, the pre-share key (i.e., the master key K) based cryptosystem
is adopted in our security mechanism to avoid MITM attack. Furthermore, Ta-
ble 1 provides a mapping between the potential security threats of an SIP-based
application system and the countermeasures for our security mechanism.

Table 1. Relation of Against Threats, Keys, and Countermeasures for Our Se-
curity Mechanism

Against Threats Keys Countermeasures

Replay Attack Sequence Number - The client is able to detect that the
(SQN) request is old by checking SQN.

- We create a key, AK to conceal SQN
from eavesdropping.

Chosen Plaintext Message Authentication - By checking the MAC, the fake
Attack Code (MAC) authentication procedure will be refused.

- It provides mutual authentication
between the server and the UA.

Eavesdropping Cipher Key (CK) - The sensitive data will be encrypted,
Attack and the CK will be changed in each

authentication procedure to assure
that the CK is fresh.

4 Performance and Security Feature Analysis

In order to experiment with advanced security features in SIP, we have imple-
mented the authentication functions embedded in the CCL SIP UA. A high-
performance, configurable and free IPTel SIP Express Router (SER), is adopted
for the SIP server. The testbed consists of PCs acting as SIP UA, SIP AS, and
SIP call server. The UAs and AS run in separate PCs (Pentium IV 2.4GHz/256
MB RAM) equipped with Windows XP professional operating system. The
call server runs in a PC (Intel XEON 2.4GHz /512MB RAM) equipped with
GMU/Linux (kernel 2.4.22) operating system. Those PCs are connected to a
Fast Ethernet switch (100MB).

4.1 Performance Evaluation

The goal of this experiment is to saturate the processing capability of the AS
and measure its maximum throughput.

In this experiment, the SIP UA is a multithreaded application that generates
SIP REGISTER procedure, and each thread in the SIP UA generates a series of
SIP REGISTER procedure. That is, a new REGISTER procedure is generated
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Table 2. The Processing Capability of an AS

Threads 1 2 3 4 5 6

Average RTT (s) 0.112 0.231 0.378 0.537 0.711 0.917

Total throughput (s−1) 8.929 8.658 7.937 7.449 7.032 6.543

immediately when the previous procedure is completed (by receiving a 200 OK
message). Then the round-trip time (RTT) for each transaction is measured.
Table 2 shows the average RTT of one thread is 0.112 second. It is apparent
that our system can serve 8.9 threads per second. Furthermore, when six threads
simultaneously send requests to our AS, the average RTT for one thread is 0.917
second. In other words, our system still can serve 6.54 threads per second.

Table 3. Experiment Result under IPSec mechanism

Phase Time (ms)

Security tunnel establishment 1022.27

Call establishment 31.44

Location update 2.29

IKE negotiation 702.12

The goal of the following experiments is to measure the RTTs of a single
REGISTER procedure and INVITE procedure for our security mechanism and
compare those with pure SIP procedures (i.e., without incorporating the au-
thentication operation). In REGISTER part, the definition of RTT is the time
interval between sending a REGISTER message and finally receiving an OK
message. In INVITE part, the definition of RTT is the time interval between
sending an INVITE message and finally receiving an OK message.

If the UA makes a location update to Call Server directly and makes a
connection request through Call Server without activating the authentication
procedure. The average RTT is 26.611 milliseconds. On the other hand, if our
authentication mechanism is incorporated into this procedure (see Figure 5),
the average RTT for Part B in Figure 5 is 112.102 milliseconds, and the average
RTT in Part C in Figure 5 is 31.421 milliseconds. Furthermore, we compare our
purposed architecture with an engineering solution that an original SIP using
IPSEC to protect authentication packets. Table 3 presents the measured time in-
terval for different phases (i.e., security tunnel establishment, call establishment,
location update and IKE negotiation) of IPSec.

Based on the data shown in Table 3, Figures 6 and 7 compare the performance
of our security mechanism with that of IPSec based on the accumulative signaling
overhead. We assume that the subscriber uses the SIP phone in the continued
10 hours and he makes a phone call every hour. Figure 6 shows that the cost
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Fig. 6. Accumulative Signaling Overhead: Our Security Mechanism vs. IPSec
†Note: the default IKE negotiation performs every eight hours.

(i.e., accumulative signaling overhead) of IPSec increases substantially when
the IKE negotiation is performed. We found that the total time of performing
the authentication process for every call is lower than IPSec. Furthermore, we
can flexibly change the frequency of authentication operation in our system.
Therefore, as the frequency of the activated authentication procedure decreases,
the system cost is decreased. Figure 7 illustrates the cost for different frequencies
of IKE negotiations under IPSec. When IKE negotiation is performed every
four or less than 4 hours, the cost of IPSec is larger than that of our security
mechanism with 30 calls. However, when the frequency of IKE negotiation for
IPSec is decreased, the cost of IPSec significantly decreases.

5 Conclusions

Session Initiation Protocol (SIP) is the most promising candidate as a signaling
protocol for the future IP telephony services. Comparing with the reliability pro-
vided by the traditional telephone systems, there is an obvious need to provide a
certain level of quality and security for voice over IP (VoIP) networks. In this pa-
per, the main security aspects related to SIP-based VoIP services were discussed.
We have designed and implemented a security mechanism that provides mutual
authentication, confidentiality, and encryption for a SIP-based VoIP system. We
have also experimented different security procedures for our developed security
mechanism. The experimental results have showed that our system not only
provides good level security, but also takes less time to achieve authentication
procedure and call establishment.
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Fig. 7. The Cost (i.e., Accumulative Signaling Overhead) under Different Fre-
quencies of IKE Negotiations for IPSec
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Abstract. The Domain Name System Security Extensions (DNSSEC)
architecture is based on public-key cryptography. A secure DNS zone has
one or more keys and signs its resource records with these keys in order
to provide two security services: data integrity and authentication. These
services allow to protect DNS transactions and permit the detection of
attempted attacks on DNS.
The DNSSEC validation process is based on the establishment of a chain
of trust between zones. This chain needs a secure entry point: a DNS zone
whose at least one key is trusted. In this paper we study a critical prob-
lem associated to the key rollover in DNSSEC: the trusted keys rollover
problem. We propose an algorithm that allows a resolver to update its
trusted keys automatically and in a secure way without any delay or any
break of the DNS service.

1 Introduction

During the last decade, the Internet Engineering Task Force (IETF) has de-
veloped the DNS security extensions (DNSSEC). The first standard document
designing DNSSEC is the RFC 2535 [1]. Many RFCs and drafts have updated
the RFC 2535 and according to the experience given by implementations, this
protocol is today enhanced [2] [3] [4].

The DNSSEC architecture uses public key cryptography to provide integrity
and authentication of the DNS data. Each node of the DNS tree, called a zone,
owns at least a key pair used to secure the zone records with digital signatures.

In order to validate DNSSEC records, a resolver builds a chain of trust [5] by
walking through the DNS tree from a secure entry point [6] (typically a top level
zone) to the zone queried. Each secure entry point (SEP), is statically configured
in a resolver: the resolver knows at least one key of the zone which is taken as
SEP, this key is called a trusted key. A resolver is able to build a chain of trust if
it owns a secure entry point for this query and if there are only secure delegations
from the secure entry point to the zone queried.

The lifespan of keys used to secure DNS zone is not infinite, because old keys
become weak. Consequently, the zone keys must be renewed periodically, that is
to say a new zone key is added to the zone file and an old one is deleted from
the zone file. This process is called key rollover [7].

Key rollover only updates keys on the name server, resolvers that have con-
figured the old key as trusted are not notified that this key has been deleted.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 679–688, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Consequently, the static key configuration in a resolver raises some problems of
consistency between keys deployed in a zone and trusted keys configured in a
resolver for this zone.

In section 2 we present the notations use in this paper and the DNSSEC val-
idation process. Then, in section 3 we describe the trusted key rollover problem
and finally we present our solution to this problem in section 4.

2 Validation Process in DNSSEC

2.1 Definitions

In this subsection are explained the notations used in the document.

– A DNS domain X is the entire subtree beginning at the node X .
– A DNS zone is a node of the DNS tree. A zone name is the concatenation of

the nodes labels from this node to the root of the DNS tree. A zone contains
all the not delegated DNS names ended by the zone name. For example, the
zone example.com. contains all the not delegated names X.example.com.
where X can be composed by several labels.

– A zone can delegate the responsibility of a part of its names. The zone
example.com. can delegate all the names ended by test.example.com. to
a new zone. This zone is named the test.example.com. zone (cf. Fig 1).

domain 

zone

zone 

zone                                                (delegated)

.
Delegations

comfr edu

example

test

com.

com.

example.com.

test.example.com.

Fig. 1. DNS domains and DNS zones.

– RR means Resource Record, the basic data unit in the Domain Name Sys-
tem. Each RR is associated to a DNS name. Every RR is stored in a zone
file and belongs to a zone.

– Resource records with same name, class and type fields form a RRset. For
example the DNSKEY RRs of a zone form a DNSKEY RRset.

– DNSKEY(key1) is the RR which describes the key named key1.
– RRSIG(X)y is the RR which is the signature of the RR X generated with

the private part of key y.
– A trusted key is the public part of a zone key which is configured in a resolver.
– A Secure Entry Point is a zone for which the resolver trusts at least key.
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2.2 DNS Entities

Three entities with distinct roles are present in the DNS architecture: the name
servers, the resolvers and the cache servers (see [8,9]).

The name server. The name server is authoritative on a DNS zone. It
stores resource records in its DNS zone file. Every resource record is associated
to a DNS name. The name server receives DNS queries on a DNS name and
answers with the resource records contained in its zone file.

The resolver. The resolver is the local entity that receives a request from
an application and sends DNS queries to the appropriate name server. After
having performed the name resolution, the resolver sends back the answer to the
application.

The cache server. The cache server is not authoritative on any zone. The
scalability of DNS is based on the use of cache servers. These cache servers only
forward queries and cache the valid responses until they timeout.

2.3 DNSSEC Chain of Trust

DNS security extensions define new resource records in order to store keys and
signatures needed to provide integrity and authentication.

Each secured zone owns at least one zone key. The public part of this key
is stored in a DNSKEY resource record. The private part of this key is kept
secret and should be stored in a secure location. The private part of the key
is used to generate a digital signature of each resource record in the zone file.
These signatures are stored in a RRSIG resource record. A resource record is
considered valid when the verification of at least one of its associated RRSIG
RR is complete. Figure 2 shows the signature verification process.

In order to verify the signature of a resource record, the resolver cyphers
the RRSIG RR with the public key of the zone contained in the DNSKEY
RR present in the DNS answer message. If the result of this operation, called
Resource Record’ in figure 2 is equal to Resource Record present in the DNS
response message, the signature is verified. Thus, the resource record is valid.

During the signature verification process, the zone key is needed and must be
verified too. This allows to avoid the use of a fake key sent in a message forged
by a malicious person. To trust a zone key, DNSSEC uses the DNS-tree model to
establish a chain of trust [5] beginning from a secure entry point [6] to the queried
zone. To create this chain, a verifiable relation between child zone and parent
zone must exist: this is the role of the Delegation Signer resource record (DS
RR) [10]. This record, stored in the parent zone, contains information allowing
the authentication of one child zone key. Figure 3 shows the validation of a
delegation.

Once the signatures (the signature of the DS RR provided by the parent zone
and the signature of the DNSKEY provided by the child zone) are verified, the
resolver checks that information contained in one DS RR identifies one key in
the child zone. If one DS RR identifies one DNSKEY RR in the child zone, a link
of the chain of trust is built and the name resolution progress to secure the next
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Fig. 2. The signature verification process.

link in the DNS tree. If there is no valid DS RR that identifies a valid DNSKEY
RR in the child zone, the chain of trust is broken and the name resolution is
unsecure.

...

from the child zone

RRSIG(key1)
key1

DNS answer message

DNSKEY(key1)

RRSIG(DS)
DS verification

Signature
DS RR

no
the DNSKEY

Signature
verification

DNSKEY RR

... parent key

DS identifies

DNS answer message
from the parent zone

yes

The delegation
is valid

The chain of trust
is broken

Fig. 3. The delegation verification process.

The Delegation Signer model introduces a distinction between two types of
keys: the Zone Signing Keys (ZSK) and the Key Signing Keys (KSK). A ZSK
signs all types of record in the zone file and a KSK signs only the DNSKEY RRs
present in the zone file. This distinction minimizes the burden produced when a
key is changed in the child zone, because only KSKs have an associated DS RR
in the parent zone file. Hence, a DNSKEY RR can be considered valid only by
verifying of a signature generated by a KSK.

3 The Trusted Key Rollover Problem

The validation process of resource records based on the DNSSEC chain of trust
needs a secure entry point to start. The RFC 2535 [1] specifies that a DNSSEC
resolver must be configured with at least a public key which authenticates one
zone as a secure entry point. If DNSSEC is totally deployed on the whole DNS
tree, only one secure entry point is sufficient, i.e. the root zone. But due to
deployement constraints, the current model that seems to emerge is an island
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of security model with DNS zones and DNSSEC zones at the same time in the
DNS tree. An island of security is a subtree of the DNS tree totally secured
with DNSSEC (each zone of this subtree has a signed zone file). Consequently,
a resolver needs at least one secure entry point for the apex of each island of
security in order to perform secure name resolution for any zone.

Moreover, to maintain a good level of security, zone keys have to be renewed
at regular intervals, to prevent against key disclosure. And consequently, trusted
keys must be updated in resolvers to keep consistency between the key in the
zone file of a name server and the trusted key in the resolvers.

Currently, the rollover of a trusted key in the resolver’s configuration file is
done manually by the administrator, this implies risks of misconfiguration and
an interruption of the service between the moment the zone rolls its keys and
the moment the administrator changes the resolver’s configuration file. At the
present time, there is no automated trusted key rollover. When a zone decides
to renew one of its zone keys, there is no mechanism to notify the resolvers that
this key is going to be removed from its zone file. When a key is removed from its
zone file, all resolvers that have configured this key as trusted fails all DNSSEC
validation using this key.

Without an automated procedure to notify resolvers that a trusted key is
going to be removed, name resolution can fail at any time even if a chain of
trust exists from the root to the resource record queried.

In the next section, we propose a modification of the DNSKEY resource
record and an algorithm to automatically update the trusted keys present in the
resolver configuration file.

4 A Mechanism for Trusted Key Rollover

4.1 The DNSKEY Resource Record Wire Format

Figure 4 shows the DNSKEY resource record format.

0 3

Protocol AlgorithmFlags

Public Key

15 237

Fig. 4. The DNSKEY resource record wire format.

Only two bits of the Flags field are used. These bits are the seventh bit and
the fifteenth bit. Bit 7 of the Flags field is the Zone Key flag. If bit 7 is set,
then the DNSKEY record holds a DNS zone key. If bit 7 has value 0, then the
DNSKEY record holds some other type of DNS public key (such as a public key
used by TKEY [11]). Bit 15 of the Flags field is the Secure Entry Point flag,
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described in [6]. If bit 15 has value 1, then the DNSKEY record holds a key
intended for use as a secure entry point. The other bits of the field, bits 0-6 and
8-14 are reserved: these bits must have value 0.

The Protocol field specifies the algorithm allowed to use the DNSKEY RR.
Since the publication of the RFC 3445 [12] this field must have value 3.

The Algorithm field identifies the public key’s cryptographic algorithm and
determines the format of the Public Key field that holds the public key material.
The format depends on the algorithm of the key being stored.

We propose to call the under changes bit, the first of the reserved bits of the
Flag field and to give this bit the following meaning: when this bit is set the
key contained in the DNSKEY RR is under changes and is going to be removed
from the DNS zone file.

4.2 The Automated Trusted Key Rollover Algorithm

When a zone renewed one of its keys, it sets the under changes bit in the
DNSKEY RR containing this key. Piece of advice for the duration of the rollover
period must be found in [13].

During the rollover period, when a resolver asks for the DNSKEY RR, it re-
trieves the resource record with its under changes bit set. Three distinct periods
could be defined for each key: before the rollover of the key, during the rollover
of the key and after the rollover of the key. Before and after the rollover, the key
is not under changes so the bit is not set. During the rollover the under changes
bit is set to one.

Trusted keys have to be changed manually

Add the other key as trusted
Remove the old trusted key

Under changes bit set
No

Yes

Failure

Success The resolver validates
another key for the zone

The key is a trusted key

The resolver receives a DNSKEY

Perform name resolution normally

Fig. 5. The best case resolver behavior.

Figure 5 shows the best case resolver behavior. When a resolver receives a
DNSKEY RR with the under changes bit set, it checks if this key is configured as
trusted. If this is not the case, this key rollover will have no impact on the resolver
behavior and the resolver must continue normally the current name resolution.
If the received key is a trusted key for the resolver, it tries to validate another
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key of the zone (see section 4.3). If it succeeds, the old key is removed and the
new key is added in the resolver configuration file. If the new key validation fails,
the resolver raises a warning and the change in the resolver’s configuration file
must be made manually by the administrator.

On some resolvers, requests on a given zone could be largely spaced out,
more than one month for example. Consequently, a resolver can perform no
name resolution on a zone during the rollover period of a trusted key. This
implies that the trusted key configured in such resolver may have been renewed
and removed from the zone file during this period of resolver inactivity.

The resolver receives a DNSKEY

Perform name resolution
normally

Remove the old trusted key
from the configuration file

The resolver performs a
name resolution with this key

The resolver has an ancestor’s
key as trusted key

Yes

Failure

The resolver validates
another key for the zone

The key is a trusted key

Trusted keys have to be
changed manually

Add the other key
as trusted
Remove the old
trusted key

The key is valid
Continue normally

resolution normally
Perform name

Under changes bit not set

Success

Yes

No

Failure

Failure

Under changes bit set

No

Success

Success

Fig. 6. The complete resolver behavior.

Figure 6 shows the two cases that can arise: the resolver has another trusted
key belonging to an ancestor’s zone of the zone that has changed its zone key, or
the resolver has not such a trusted key. The left part of the Figure 6 is the best
case resolver behavior presented in Figure 5, the right part takes into account
the reception of a DNSKEY RR with the under changes bit not set.

If the under changes bit is not set the resolver performs name resolution
normally. If the name resolution fails the resolver must try to update its trusted
keys using another key for the name resolution. If the resolver cannot performed
a DNSSEC resolution either because it has no valid trusted key or because the
resolution is not secure (some data are retrieved from unsecured DNS zone) the
resolver can not update its configuration file and the trusted key update must
be made manually.

Algorithm presented on Figure 6 shows that in some cases a manual admin-
istrative action is needed and a totally automated solution does not exist. This
is due to possible misconfiguration in any DNS zone or due to the possibility for



686 Gilles Guette, Bernard Cousin, and David Fort

a resolver to not have sent query to a zone during its rollover period, and hence,
to not have received the notification of key changes.

4.3 Security Considerations and Validation of a New Trusted Key

Automated update of trusted keys in a resolver is a critical mechanism for
DNSSEC and must be resistant to compromised key. An attacker that owns
a compromised key can try to place new fake keys as trusted in a target resolver
using the automated trusted key rollover mechanism, as describe now.

Firstly, the target resolver has a trusted key set including the compromised
key. Then, the attacker sends a forged message containing the compromised key
having the under changes bit set, new fake keys and their signatures. Finally,
the resolver checks the signatures of the keys, one of these keys is trusted (but
compromised) and validates some signatures. The resolver discards the old key
and accepts the new fake keys sent by the attacker.

To protect the automated trusted key update from this attack, we define a
requirement for the acceptance of a new key depending on the security level that
the resolver’s administrator wants.

To accept a new key, the resolver checks the signatures of the DNSKEY
RRset it has received. The normal validation process succeeds if at least one
signature is valid, but this is not enough to ensure security because compro-
mising only one key allows the attack on the resolver to be fruitful. So to be
resistant to compromised key the resolver must accept a new key only if k signa-
tures generated by the trusted key owns by the resolver for this zone are valid.
If one of this signature is not correct the resolver rejects the new key.

If the resolver has n trusted keys for a given zone, our automated trusted
key rollover resists to n− k compromised keys. Because, an attacker that owns
n − k compromised key for this zone can only generate n − k valid signatures
and the resolver will accept new keys only if there are n valid signatures.

Some local policy parameter may be defined by administrators to ensure a
sufficient level of security. This parameter defines the number of trusted keys an
administrator wants to configure to a given zone. If an administrator wants a
low security level, he sets this parameter to one and configures only one trusted
key for a zone. But, if he wants a higher security level he sets this parameter to
any number included between 2 and the number of keys present in this zone.

Moreover, a resolver removes or accepts keys as soon as the DNSKEY RRset
is received, our method does not implies extra delays or time constraints for
resolvers or servers during the rollover period.

5 Related Work

5.1 Description

Recently, Mike St Johns has published an IETF draft [14] describing a method
for automated trusted key rollover. This draft defines a revocation bit in the
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Flags field of the DNSKEY resource record. When this bit is set, it means that
the key must be removed from resolver’s trusted key set. This revocation is
immediate. Figure 7 shows the principles of this method.

1

Resolver

Trusted key set
key1
key2

2

3

Query

Response containing

Resolver

Trusted key set

key2

Resolver

Trusted key set

key2

Resolver

Trusted key set

Immediate revocation
Start a 30 days timer

keys and signatures Query keys and signatures
Response containing

DNSKEY     (key2)
DNSKEY     (key3)

RRSIG(keyset)
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RRSIG(keyset)
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DNSKEY     (key3)

RRSIG(keyset)
key3

RRSIG(keyset)
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DNSKEY     (key1)
DNSKEY     (key2)
DNSKEY     (key3)

RRSIG(keyset)
key3

RRSIG(keyset)
key1

RRSIG(keyset)
key2

Zone file Zone file Zone file

4

key2
key3

Key1 has the revocation bit set
Key3 is the new key

30 days
Time

Fig. 7. Acceptation method with 30 days timer.

Firstly, the resolver sends a query about a DNS name ① and receives DNSKEY
RR with the revocation bit set. The revocation is immediate and the resolver
updates its trusted keys set ②. To avoid attack when a key is compromised,
the resolver starts a timer of 30 days and keeps a trace of all the keys that
signed the DNSKEY RRset ③. If the resolver received a response containing a
DNSKEY RRset without the new keys but validly signed before the expiration
of the timer, the resolver considers this information as a proof that something
goes wrong (attack or misconfiguration). Consequently, it stops the acceptance
of the new keys and resets the timer.

In the same way, if all the keys that have signed the DNSKEY RRset is
revoked before the timer expiration, the resolver stops the acceptance of the
new keys. Once the timer expires, the next time the resolver receives a valid
DNSKEY RRset containing the new key it accepts this key as trusted ④.

5.2 Comparison

The major problem with the method described in the draft [14] is that it intro-
duces extra delay (30 days) and requires a lot of management precaution for the
zone administrator. Indeed this method implies a lot of constraints about the
minimal number of keys in a zone, the number of trusted keys and the rollover
frequency due to the 30 days timer.

Moreover, with this method, when a server creates a new key, this key is
pending and can not be used during 30 days after its creation. This implies that
if a zone owns n keys and rolls a keys every 30

n−1 days, all resolvers will be unable
to update its trusted key set for this zone.
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Our method does not suffer from this problem because acceptance and revo-
cation of keys are made as soon as the DNSKEY RRset is received. Our method
does not imply changes or constraints for the DNS authoritative server manage-
ment.

6 Conclusion

In this paper we have presented the trusted key rollover problem and we have
proposed a protocol modification and an algorithm for resolvers to solve the
trusted key rollover problem. The automation of the trusted key rollover allows
to avoid break in the DNS service due to misconfigurations and allows to mini-
mize the work overload for administrators. We have exposed that in some case
the trusted key rollover cannot be automated and the modification of the con-
figuration file must be done manually. These cases arise seldom and are limited
to machines that do not perform name resolution during the rollover period.
Moreover, the algorithm described in this paper is resistant to compromised key
and places the choice of security level in the resolver’s administrator side, which
is a natural way to protect a resolver.
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Abstract. Network security is considered one of the obstacles that pre-
vent the wide deployment of ad-hoc wireless networks. Among many
security problems, authentication is the most fundamental problem that
has to be solved before any others. Some previous solutions requiring
centralized entities were not scalable and others requiring physical en-
counter took a long time. We propose a new architecture, called the Se-
cure Overlay Network (SON), for fully distributed authentication. The
SON has scalability because it is constructed in a self-organizing man-
ner. The SON also has NPC-reachability which makes the SON robust
against Sybil attacks, and guarantees authentication service between any
two nodes in the SON. Both NPC-reachability and simulation results
confirm the effectiveness of our architecture.

1 Introduction

Network security consists of several services such as authentication, confidential-
ity, integrity, non-repudiation, and access control. Among these services, authen-
tication, which ensures the true identities of peer nodes, is the most fundamental
service because other services depend on the sure authentication of communi-
cation entities. However, authentication in ad-hoc networks is considered to be
more difficult than that in wired networks due to the limited physical protection
of broadcast medium, the frequent route changes caused by mobility, etc.

Conventional wired networks mainly use a globally trusted Certificate Au-
thority (CA). Each node is assumed to know the predetermined CA and a node
registers its public key to the CA. The CA signs and issues a certificate of the
subscribed node. This signed certificate ensures that the node uses the correct
public key. The architecture requiring a CA can offer powerful security solutions
to several network areas, but is not quite a suitable solution for ad-hoc wireless
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networks, which have no support of any infrastructure. Nevertheless, a CA can
be applied to large ad-hoc wireless networks in a distributed manner [1, 2, 9]
while there are still issues about service availability, robustness against attacks,
and scalability.

We propose a new architecture for authentication in ad-hoc networks called
the Secure Overlay Network (SON). Based on Threshold Cryptography [10],
it offers better fault tolerance than other mechanisms based on non-threshold
cryptography since no single entity is entrusted to perform the whole security
task. The SON has three beneficial properties. First, it has scalability because it
is designed in a fully distributed manner; there are no any central points such as
a CA server even during the bootstrapping phase of ad-hoc networks. Second,
it has availability because it is robust against up to m − 1 Sybil attackers [4].
Finally, compared with authentication solutions [3, 8] that do not guarantee
authentication service between any two nodes even in the same secure domain,
our architecture assures any two nodes of their authentication service if they
belong to the same secure domain, the SON. Our SON-construction procedures
and mobility help to shorten the time necessary for all nodes to join the unified
SON.

The rest of this paper is organized as follows. Section 2 presents related
works. We will describe how to construct a SON and to provide authentication
service over the SON in Section 3. Then we will show you the simulation results
in Section 4 and finalize this paper with conclusions in section 5.

2 Related Works

Several authentication mechanisms for ad-hoc wireless networks have already
been proposed. Zhou and Hass [1] identified the vulnerability of using a cen-
tralized CA for authentication in ad-hoc networks and proposed a method with
multiple CAs based on Threshold Cryptography [10]. These multiple CAs have
secret shares of a Certificate Authority Signing Key (CASK) while no CAs in-
dividually know the whole complete CASK, which can be known only when
CAs of more than m collaborate. Therefore, this method can support the net-
work security against up to m−1 collaborative compromised nodes. While Zhou
and Hass’s method improved the robustness of the authentication system, it
depended on the offline authority which elects n CAs (n ≥ m) during the boot-
strapping phase. Furthermore, it has poor availability because if n−m+ 1 CAs
have been compromised, uncompromised m− 1 CAs that are left can’t provide
authentication services anymore.

Kong and et. al. [2, 9] proposed another authentication method based on
threshold secret sharing [6]. After the bootstrapping phase, a new node can
join the network at any time through self-initialization: it can obtain its own
secret share of CASK with the help of m local neighbor nodes. Even though
this approach enhances scalability and availability, it still depends on an offline
authority during the bootstrapping phase. Furthermore, Narasimha and et. al.
[7] pointed out the defect of [2, 9], that is, secret sharing based on RSA-signature
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does not provide an important property known as verifiability. They proposed
the method for group admission control in peer-to-peer systems which are given
a trustable CA. It is based on DSA-signature [11] which has verifiability.

There is another approach on the literature. Habaux and et. al. proposed
the scheme based on a chain of public-key certificates [8], which is scalable and
self-organized. However, first of several drawbacks, Habaux’s approach does not
guarantee authentication service between any two nodes even though they are in
the same secure domain, but provides only probabilistic guarantee. There is also
a storage problem because each node has to store relatively many other nodes’
certificates.

Recently, Capkun and et. al [3] proposed an authentication method and as-
serted that mobility helps the security. The key idea is that if two nodes are in
the vicinity of each other, they can establish a security association (SA) by ex-
changing appropriate cryptographic material through a secure channel with the
short transmission range. However, this direct solution takes a long time because
it requires a node to encounter every node that it wants to communicate with.

3 System Model

3.1 Assumptions and Basics of Secret Sharing

We use threshold secret sharing [6, 2] based on RSA signature [5] in our architec-
ture. We assume each node has the same functionality and responsibility, which
is suitable for ad-hoc networks. A node i has an RSA private and public key pair
(di, ei) with modulus ni. Also, node i randomly selects a Lagrange interpolating
polynomial of degree m − 1, fi(x) = ai(m−1)x

m−1 + · · · + ai1x + di, where aij

is the coefficient of the jth power-monomial of fi(x), so that fi(0) is its private
key di. Node i also issues a raw (or unsigned) Certificate Xi in the format of
(id, ei, Tissue, Texpire), which explains that this certificate was issued at Tissue

and will expire at Texpire.
Our architecture is based on the concept of Neighbors for Authentication

(NA); if node i and j establish an NA relationship, they partially attest each
other’s identity. Establishment of an NA relationship is based on their physical
encounter. To support this mechanism, we assume that each device is equipped
with some local detection mechanism to identify intruders among its one-hop
neighborhood [12]. Suppose node i and j are in the vicinity of each other. If
they judge each other to be trustworthy with help of the intrusion detection
mechanism, they then exchange their secret shares (Pij = fi(j) mod ni, Pji =
fj(i) mod nj) and NA lists each other through a short range channel such as in-
frared interfaces. They also establish a symmetry key by means of Diffie-Helmen
key exchange. After the exchange of the secret shares and the symmetry key,
two nodes become an NA for each other. Nodes which have at least m NAs can
organize a SON and an NA relationship represents connectivity over the SON.
A node can communicate with its NAs securely regardless of physical topologies
because all packets are encrypted by the shared symmetry keys.
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The coalition of m NAs of node i can collaboratively restore node i’s private
key di like the following equation, but no one alone knows complete di:
di =

∑m
j=1(Pivj · livj (0) mod ni) (mod ni) ≡ ∑m

j=1 SSivj (mod ni) where
livj (0) are the Lagrange coefficients which are publicly known [2]. Each NA vj

can compute SSivj by means of Lagrange interpolation. SSivj will be used as a
signing key to partially sign node i’s certificate.

3.2 Intrusion Model and Objective

Giving infinite power to an intruder simply makes any security design meaning-
less. Kong and et. al. [2, 9] considered a realistic intrusion model in the system:
time is divided into intervals of length T and during any time interval T , intrud-
ers cannot compromise or controlm or more nodes. Once a node is compromised,
all the information including its own private key is exposed to malicious intrud-
ers. The problem is that gradual break-ins into m nodes over several consecutive
time intervals may be possible and therefore long-lived RSA-key pairs are not
sufficient. To resist such gradual break-ins, node i has to periodically change its
RSA-key pair and reissue its raw certificate Xi. If the RSA key pair of a com-
promised node is changed by a periodic key-changing rule, the node can escape
from the control of the intruders. Otherwise, no security mechanisms are robust
against gradual break-ins. Compared with proactive secret sharing of [2, 9, 13]
which changes secret shares of all nodes, each node over a SON just changes
secret shares held by its NAs into secret shares of its new private key. Therefore,
this difference makes the SON more scalable than others [1, 2, 7, 9, 13].

The main objective of this paper is to prevent intruders from joining a SON.
Because the intruders can break or control up to m− 1 nodes during any time
interval T , the SON has to be robust against the coalitions of up to m − 1
compromised nodes and the intruders.

3.3 Primitive-SON and NPC-reachability

A primitive-SON is the smallest SON and is self-organized without the help of an
offline authority; this property gives the SON scalability and makes deployment
of the SON easier. If a network administrator wants to protect the network
against attacks of up to m−1 collaborative compromised nodes, a primitive-SON
has to be composed of at least m+1 nodes. In Figure 1, node A, B, C, D form
a primitive-SON where every pair among A, B, C, D has an NA relationship
when m=3.

A node informs its existing NAs of the triple (j, ej , NA listj) via a NA-
addition unicast message whenever it establishes a new NA relationship with
any node j. Suppose the establishment of the NA relationship between node B
and D is the last step to construct the primitive-SON. At this time, both node B
and D simultaneously notice that they and their NAs can organize a primitive-
SON and then notify their NAs of the creation of the primitive-SON via a SON-
creation unicast message including SON-member list. Node A and C trust this
creation if they receive the SON-creation message twice. This redundant notice
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Fig. 1. (a)Primitive-SON which consists of node A, B, C, and D when m=3
and (b)its procedure of node-joining

can not only prevent node B and D from deceiving each other, but also improve
reliability of informing all member nodes of the creation.

Authentication over the SON is based on m Node-disjoint Partial certificate
Chains (NPC), while the scheme of [8] uses a single certificate chain. For example,
NPCs between node A and D in Figure 1 are A−C−D, A−D, and A−B−D.
Existence of m NPCs between two nodes over the SON makes them trustworthy
to each other; their identities are assured by at least m SON-members which are
also trusted by other m SON-members. Otherwise, existence of m sponsors for
a node’s identity can not be guaranteed because of Sybil attacks.

We can easily observe that there are always m NPCs between any two nodes
over the primitive-SON. We call this property of the SON NPC-reachability.
That is, the primitive-SON is robust against attacks of up to m−1 compromised
nodes. Therefore, we designed the node-joining and SON-combining procedures
in order to keep NPC-reachability of the primitive-SON.

3.4 Procedure of Node-Joining

A node can become a member of a SON when it has m NAs with any m members
of the SON. Suppose non-member node E has already had an NA relationship
with node C and D as shown in Figure 1. Lastly, node E establishes an NA
relationship with node A. Then node E solicits node A for a permission to join
the SON by asserting its NAs to be the SON-members. In order to confirm this
assertation, node A separately requests node C and D to send partial certificates
signed by secret shares of node E (XSSEC

E , XSSED

E ) to itself. Now node A has
to examine whether node E has m NAs with m SON-members. Otherwise, the
SON is no more NPC-reachable. This examination is very simple because all
nodes over the SON trust each other. Sponsor C of node E appends the message
authentication code (MAC) of its ID and nonce to XSSEC

E using its private
key for message integrity. After passing in the integrity check, node A then
computes XSSEC+SSED+SSEA

E including its holding XSSEA

E . To obtain XdE

E from
XSSEC+SSED+SSEA

E , we apply the K-bounded Coalition Offsetting4 [2]. Node A
4 The computation of mN (mod N) in K-bounded Coalition Offsetting has extremely

computation overhead [7], therefore, we can adopt DSA signature [11] instead of
RSA signature.
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then decrypts XdE

E into X ′
E with eE ((XdE

E )eE = X ′
E). If XE and X ′

E are the
same, node A can believe node E’s identity because at least m SON members
have guaranteed node E to be trustworthy. We call this entire process the NPC-
reachability test.

Finally, node A broadcasts the SON-join message of (E, eE , NA listE), which
informs all members of node E’s new join. We use broadcasting rather than
unicasting to improve efficiency in terms of bandwidth when there are many
SON-members. However, broadcasting is not a reliable method for transmitting
control messages; we can adopt Lou’s method [14] to improve reliability while
maintaining efficiency.

3.5 Procedure of SON-combining

Two SONs can be merged into one large SON if there are m distinct NA re-
lationships between the two SONs. In Figure 2, when node A encounters node
E, they exchange SON-member list. Both of them can notice that they belong
to the different SON by comparing the SON-member list. If they establish an
NA relationship, node A and E broadcast the NA-addition messages of (E, eE ,
NA listE , SON listE) and (A, eA, NA listA, SON listA), respectively. Suppose
node B also establishes an NA relationship with node E after receiving the NA-
addition message from node A. However, they do not broadcast any NA-addition
messages because this NA relationship does not make an additional NPC be-
tween two primitive-SONs. Suppose the establishment of the NA relationship
between node C and G is the last step to construct the combined SON. At this
time, both node C and G confirm the existence of m distinct NAs between their
SONs to keep NPC-reachability of the combined SON. They then broadcast the
SON-combined message of (m distinct NA pairs, combined SON-member list).
The minimum number of broadcasting for SON-combining is just m regardless
of the size of SONs: this makes the SON keep scalability. The procedure of SON-
combining can accelerate the construction of the unified SON which contains all
nodes.

Once the unified SON including all nodes has completely been organized,
the SON assures any two nodes of their authentication service because both
procedures of node-joining and SON-combining keep the NPC-reachability of
SONs and then finally the ultimate unified SON has NPC-reachability.

E
H

F
G

NA Relationship

SON-member

A

B

D

C

Fig. 2. Procedure of SON-combining between two primitive-SONs where m=3
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4 Simulations

The dominant time-consuming job is to construct the unified SON. Therefore,
the interesting criterion is the time necessary to construct the unified SON. We
run a number of simulations using ns-2 simulator with 802.11 MAC and AODV
routing protocols. An NA relationship can be established when two nodes are
located in close proximity. We use the random walk mobility model with various
pause time and maximum speed [3].

First, our architecture is evaluated with 250 x 250, 500 x 500, and 750 x 750
m2 square area of ad-hoc network. In each case, 50 nodes move around with 0.5
second pause time and 20m/s maximum speeds. The transmission range of the
secure channel is 5 meters while that of the data channel is fixed to 250 meters.
Figure 3 shows that in case of 250 x 250 m2 network, three primitive-SONs are
created and are merged at around 200 seconds. Because the node density is high,
the unified SON is self-organized within about 210 seconds. In case of 500 x 500
m2 network, four primitive-SONs are initialized at around 220 seconds and the
construction of the unified SON takes about 890 seconds. In case of 750 x 750
m2 network, the first primitive-SON is created at around 830 seconds, and the
growth speed is the slowest because of the smallest node density. However, we
can observe that the SON growth speeds up in an instant after two small SONs
merge at 1170 seconds. Based on these results, we can conclude that the node
density is the key factor that determines the period of the SON construction.

To analyze the effect of node mobility into the SON construction time, we
perform more simulations with different mobility pattern of 1.5 second pause
time and 10m/s maximum speeds. From Figure 4, high mobility helps to shorten
the SON construction time.
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5 Conclusions

In this paper, we propose a new authentication architecture called the SON
for ad-hoc wireless networks. The proposed method can provide authentication
services in a fully distributed manner. Because the SON can operate without
infrastructures or offline authorities, it is more deployable than the methods
proposed in [1, 2, 7, 9]. The SON is also robust against up to m−1 collaborative
compromised nodes and assures any two members of their authentication service
if they belong to the same SON. These beneficial properties come from NPC-
reachability of the SON. We will further devise the compromised node detection
mechanism that operates in a fully distributed manner and the procedure of
SON-splitting when some nodes leave.
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Abstract. We propose multilevel transmit power allocation (MTPA)
scheme and outer-loop control scheme to increase bandwidth efficiency
and to guarantee a required bit error rate (BER). The system consid-
ered is orthogonal frequency-code division multiplexing (OFCDM) under
slowly-varying frequency-selective Rayleigh fading channels. In the pro-
posed schemes, modulation level and transmit power for each subcarrier
is simultaneously controlled corresponding to channel condition to max-
imize transmitted bits per symbol (BPS) while keeping both total trans-
mit power and BER constant. Computer simulations elucidate that our
proposed schemes are effective in terms of throughput and complexity.

1 Introduction

Orthogonal frequency division multiplexing (OFDM) realizing multi-carrier (MC)
modulation has been adopted to achieve high data rate with the robustness
against frequency-selective fading [1],[2]. MC modulation in combination with
the spread-spectrum technique offers promising multiple access systems for fu-
ture mobile radio communications, known as MC code division multiple access
(MC-CDMA) and OFDM-CDMA. In this paper, the system of OFCDM, that
is, OFDM code division multiplexing (OFDM-CDM), is applied to compensate
for the poor performance of uncoded OFDM systems [3]. OFCDM is a multi-
plexing scheme. The aforementioned MC-CDMA is a special case of OFCDM,
where each data symbol is spread over multiple subcarriers, exploiting additional
frequency and time diversity. In this system, to avoid a decrease in bandwidth
efficiency due to spreading, encoded data symbols are superimposed. As a result,
the spreading does not change the bit rate of system.

It has been widely studied in [4]-[6] to maximize throughput while guaran-
teeing a given required BER under additive white Gaussian noise (AWGN) or
time-invariant fading for discrete multitone (DMT) systems. These MC adaptive
modulation techniques are efficient to increase throughput by changing appropri-
ate modulation scheme corresponding to the estimated channel state information
for each subcarrier. However, [4] and [5] with finite granularity provide subop-
timal solutions by using water-filling method, Hughes-Hartogs algorithm, and
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flat-energy algorithm. [6] exploiting a Lagrange-multiplier bisection search con-
verges faster to the optimal solution, but still computationally infeasible. Also, to
apply these techniques, we should limit total transmit power (i.e., peak power).
Uncontrolled peak power may saturate the transmitter amplifier if not carefully
designed. In addition, unpredictable intercarrier interference (ICI) might be in-
curred. Thus, the peak power should be limited to reduce ICI in [7].

Moreover, when we employ an adaptive modulation technique, we should de-
cide the minimum required signal to interference plus noise ratio (SINR) value
(i.e., switching level) for each modulation scheme to maintain a given required
BER. The switching level should be adaptive to the time-varying fading chan-
nel because of the reliability of estimated SINR. So, the optimization for the
switching level for each modulation scheme is a challenge.

In this paper, an efficient, computationally simple MTPA scheme controlling
both modulation level and power allocated to each subcarrier is proposed to
increase bandwidth efficiency. Also, an outer-loop control scheme which may
sustain a given BER is proposed under slow channel variation.

The rest of the paper is organized as follows. In Sect. 2, we provide a wireless
channel model and signal representation for the OFCDM system under study.
The MTPA scheme is proposed in Sect. 3. Outer-loop control scheme is next
depicted in Sect. 4. In Sect. 5, simulation environments and results are presented.
Finally, concluding remarks are given in Sect. 6.

2 Channel and System Model

2.1 Channel Model

The wide sense stationary uncorrelated scattering channel (WSS-USC) is con-
sidered in this paper [8]. The time impulse response T (n; τ) of the channel is

T (n; τ) =
L−1∑
p=0

h(n, p)δ(τ − τp), (1)

where L is the number of multipaths, h(n, p) is the path gain of the pth multipath
components at sample time n, which is a complex Gaussian random process, and
τp is the corresponding path delay.

2.2 System Model

A block diagram of OFCDM system under consideration is shown in Fig. 1. At
the transmitter, information bits are mapped onto complex modulated symbols.
The mapped symbols are fed into different subcarriers, applying code spread-
ing and inverse fast Fourier transform (IFFT) to generate OFCDM signals. The
post-IFFT signals undergo parallel-to-serial conversion and cyclic prefix (CP)
addition, followed by RF-modulation on the carrier frequency fc before being
transmitted through each fading channel with AWGN. For OFDM, vector B
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Fig. 1. The Block Diagram of OFCDM system considered.

of length N carries each of subcarrier symbols, with B = [b0 · · · bN−1]T, where
the element bk is the complex modulated symbol for subcarrier k. Assume that
E[bkb∗m] = δ(k,m)Pk, which means symbols on different subcarriers are indepen-
dent of each other, with the average power Pk for subcarrier k. And E[bk] = 0.
In OFCDM, S = CB, where C is an N × N Walsh-Hadamard matrix and
S = [s0 · · · sN−1]T, whose element represents a spread symbol [3]. At the re-
ceiver, the received OFCDM signals are filtered by its local oscillator frequency
fc. After that, the cyclic prefix is first removed and then each subcarrier corre-
sponding to the received signal is coherently detected with fast Fourier transform
(FFT), followed by channel recover, code despreading, and SINR estimation. Af-
ter that, parallel to serial is performed, and then de-mapped for bit recovering,
followed by average packet error rate (PER) measure. In the MTPA block, we
allocate the modulation scheme and transmit power for each subcarrier based
on estimated PER and individual SINR. In addition, the switching level for each
modulation scheme, the look-up table as shown in Tab. 1, is updated by the
outer-loop control presented in Sect. 4.

The lowpass equivalent transmitted signal vector is, using IFFT,

X = FS, (2)

where X = [x0 · · · xN−1]T, and the elements of F, N -point IFFT unitary matrix,
are defined as Fn,k = (1/

√
N)ej(2πnk/N) (n = 0, ..., N − 1, k = 0, ..., N − 1). The

sampled received signal in Fig. 1, after passing through CP removed where the
CP length is no less than the maximum channel delay τL−1, can be represented
as

rn =
L−1∑
p=0

h(n, p)xn−τp + wn, (3)

where h(n, p) is defined at Eq. 1, and wn is a complex AWGN with zero mean
and variance N0(= σ2

w). The matrix form of Eq. 3 is

r = hX + w, (4)
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where r = [r0 · · · rN−1]T, and w = [w0 · · ·wN−1]T. The element [h]n,c of h in
the nth row and cth column is h(n, (n − c)N ), where (k)N is the residue of k
modulo N , whose value is determined by the following condition: If there exists
τp = (n−c)N for some p, then [h]n,c = h(n, p); otherwise [h]n,c = 0. The received
signal vector, after FFT, is

y = FHr = FHhF︸ ︷︷ ︸
H

S + FHw = HS + FHw, (5)

where FH isN -point FFT matrix which is the hermitian of F, and H is frequency
response matrix of fading. The elements of H is represented as

Hk,m =
1
N

N−1∑
n=0

L−1∑
p=0

h(n, p)e−j
2πτpm

N ej
2π(m−k)

N , (6)

where k = 0, ..., N − 1, and m = 0, ..., N − 1. Note that H becomes diagonal
matrix as fading goes to time-invariant. The output signal vector after channel
recover in Fig. 1 is

yi = H−1y = S + H−1FHw, (7)

where yin = [yin,0 · · · yin,N−1]T. And the final output signal vector after code
despreading is

yout = C−1yin = B + C−1H−1FHw, (8)

where yout = [yout,0 · · · yout,N−1]T. From FH = F−1, C−1H−1FH in Eq. 8
is (FHC)−1. Let G = (FHC)−1. The elements of G are defined as gk,m (k =
0, ..., N−1,m = 0, ..., N−1). The received resultant SINR value γk for subcarrier
k can be obtained as

γk =
ζk · Pk

N0
, (9)

where ζk = 1/
∑N−1

m=0 |gk,m|2.

3 Proposed MTPA Scheme

Unlike conventional adaptive modulation (CAM) scheme allocating the same
power for each subcarrier, our MTPA scheme can enhance much more through-
put by allocating different powers under a given total transmit power. There are
cases where the allocated power is excessive over the required SINR for some
subcarriers or fails to achieve any valid transmission. The use of those excessive
or ineffective power can be made for throughput enhancement. We propose a
computationally efficient multilevel transmit power reallocation scheme, which
consists of the following two steps.
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Fig. 2. MTPA process.

Step 1 Suppose the received SINR for each subcarrier is represented as in
Fig. 2(a). We compare it with the predefined minimum SINR γRk

th of maximum
modulation scheme Rk (= 0, 1, 2, 4, 6 meaning None, BPSK, QPSK, 16QAM,
and 64QAM, respectively) to sustain the required BER for subcarrier k. Next,
as shown in Fig. 2(b), the received SINR is fit down to the SINR switching level
for each modulation as you can see the look-up table in Tab. 1. The total power
that can be reallocated, ΔP re

T , can be represented as

ΔP re
T = PT −

N−1∑
k=0

(Pk − PRk

th ) [dB], (10)

where PT is the total transmit power, Pk is current transmit power defined in
Eq. 9, and PRk

th denotes the minimum transmit power required for Rk, which
can be expressed as γRk

th /βk with βk = N0/ζk. After ΔP re
T is calculated, to

reallocate the final transmit power and modulation scheme for subcarrier k, we
introduce the cost function J(k). The priority for reallocation will be given to
the subcarrier with the smallest J(k). When either γk < γ1

th or γ6
th ≤ γk for all

k, no further allocation can be made. Two types of cost functions are considered
as follows.

– MTPA1 The cost function J1(k) is expressed as

J1(k) = Δγk [dB], (11)

where Δγk = γ
R′

k

th − γk with R′
k increased by one rank. For example, for

Rk = 1 and 2, R′
k equals 2 and 4, respectively. This scheme is very simple

because the difference between γ
R′

k

th and γk is just considered.
– MTPA2 Since MTPA1 cannot consider the information of the channel gain
ζk and the difference ΔRk between R′

k and Rk, there may be not much BPS
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performance enhancement over CAM. In other words,ΔRk belongs to {1, 2}.
So, rather than subcarrier k with ΔRk = 1, it’s better to give priority to that
with ΔRk = 2 for throughput enhancement. Also, although some subcarriers
provide the same Δγk, those required transmit powers differ according to
ζk: As ζk increases, corresponding power decreases. So, subcarrier k with
higher ζk is preferable to that with lower ζk. In MTPA2, ζk and ΔRk being
considered to enhance BPS performance, each cost function is defined as

J2(k) = J1(k)− ζk − χ ·ΔRk [dB], (12)

where χ is set to 1000 in order to give more priority to ΔRk than ζk.

Step 2 As shown in Fig. 2(c), using the total excess/deficit power and each
cost function, we can reallocate power to the subcarrier with the smallest cost,
and increase modulation level by one, and update the total excess power in Eq.
10. The process will be repeated until either the excess power gets close to zero
or all subcarrier’s modulation schemes has reached to 64QAM. We can see the
final result of MTPA as shown in Fig. 2(d).

4 Outer-Loop Control

If we assume a non-adaptive threshold scheme, the mobility should be esti-
mated before deciding the optimal switching level for each modulation scheme.
It becomes more complicated if the multipath channel is involved. However, our
outer-loop control does not require such a priori channel information, but it is
able to adapt to new environment automatically.

The SINR switching level for each modulation scheme in Tab. 1 should be
adapted to maintain a target PER ℘th corresponding to the required BER. ℘th

is updated for each PER measure period when both the selection number nRk

(Rk = 1, 2, 4, 6) and the total selection number K for all modulation schemes
are also updated. The target PER ℘th is determined by

℘th =
(n1

K
· ℘1

th +
n2

K
· ℘2

th +
n4

K
· ℘4

th +
n6

K
· ℘6

th

)
, (13)

where ℘Rk

th (Rk = 1, 2, 4, 6) indicates the target PER for each modulation scheme,
each of which corresponds to the required BER and may be invariant even over
slow time-variation of fading. With ℘th, we can control γRk

th by the following two
schemes. In scheme 1, when the estimated PER ℘̂ is less than ℘th, the SINR
switching level for each modulation scheme can be controlled by

γRk

th = γRk

th − δd, (14)

where δd represents adjustment value for the decrease of current SINR level. For
℘̂ ≥ ℘th, each switching level increases by

γRk

th = γRk

th + δu, (15)
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Fig. 3. Simulation model.

where δu represents adjustment value for the increase of current SINR level.
Scheme 2 is the same as scheme 1 except that δd and δu are multiplied by
nRk

/K, respectively, to improve the reliability of decision for dominant mod-
ulation scheme having higher nRk

/K than any other scheme. We employ the
selecting suitable values of δd and δu presented as δd = δu℘th/(1− ℘th) in [9].

5 Simulation

5.1 Simulation Model and Parameters

Fig. 3 represents the flow chart of the proposed MTPA and outer-loop control. It
consists of three processors. In SINR estimation processor, for each MTPA pe-
riod, γk for each subcarrier is estimated. In outer-loop control processor, for each
outer-loop period, nRk

, K, ℘̂, and ℘th are updated. Based on these, we update
the look-up table as shown in Tab. 1 which is an initial loop-up table based on
AWGN. Then, in MTPA processor, to support given BER (=10−3), Using the
updated look-up table, we decide the modulation scheme and power reallocation
for each subcarrier. The detailed simulation parameters are illustrated in Tab. 2.

5.2 Simulation Results

Fig. 4 shows the BER performances of several schemes, where SNR on X-axis
means the SNR value for each subcarrier in case of fixed 16QAM and CAM. The
fixed 16QAM has the worst performance among all five schemes because each
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Table 1. Initial look-up table

Modulation SINR ℘
Rk
th [dB] PER ℘

Rk
th

BPSK 7 0.01

QPSK 10 0.02

16QAM 17 0.04

64QAM 23 0.07

Table 2. Simulation parameters

Parameter Value

Modulation BPSK, QPSK, 16QAM, 64QAM

Carrier frequency 2 GHz

Traffic model Real time service

FFT/IFFT size 512

Packet duration 1ms

PER measure period 20ms (=MTPA period)

one symbol duration 100μs

Cyclic prefix interval 18.08μs

Maximum Doppler freq., fd 1 ∼ 10 Hz

Power delay profile Indoor Channel B in ITU-R

Fading Jake’s Rayleigh fader

Fig. 4. BER vesus SNR: fd = 1.85 Hz.

subcarrier’s channel state was not considered, which leads to occur burst errors.
However, for both CAM and MTPAs, the burst error generation probability gets
decreased due to adaptive allocation of modulation scheme according to channel
state. It leads to satisfy the required BER on the whole SNR range. The reason
why two MTPA schemes have higher BER performance over CAM is that only
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Fig. 5. BPS vesus SNR: fd = 1.85 Hz.

the minimum transmit power needed for each subcarrier is reallocated to maxi-
mize throughput. As shown in Fig. 5, compared to fixed modulation scheme, as
input SNR increases, the average BPS performances of CAM, MTPA1, MTPA2,
and optimal method get increased. This is because the selection probability in
high-order modulation scheme gets larger in particular subcarrier. Especially, the
average BPS performance in MTPA2 is 15% ∼ 20% higher than that of CAM. It
means that the surplus powers from unallocated subcarriers have been effectively
distributed to increase overall system throughput. Also, it can be shown that
MTPA2 provides the BPS performance, which is very close to the optimal value
[6]. Also, in Fig. 6, it is shown that our proposed outer-loop scheme 2 main-
tains the required BER, unlike other schemes over varying maximum Doppler
frequency.

5.3 Computation Time

Assuming βk is precomputed, the optimal scheme [6] requires 2N ·log2(N log2N)
additions and (2N+1)·log2(N log2N) multiplies (including divisions). The result-
ing computation time depends on the number of iterations (≈ log2(N log2N)).
On the other hand, for MTPA2, 3.5N additions (including subtractions) and
2.25N multiplies are needed. It indicates that the computation time of our
scheme is shorter by about 0.7log2(N log2N) times than that of the optimal
scheme, where the computation time for the optimal method becomes huge when
the number of subcarriers, N , gets larger.

6 Conclusion

In the OFCDM system, we have proposed the low-complexity MTPA to simul-
taneously allocate both modulation level and transmit power for each subcar-
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Fig. 6. BER vesus SNR: fd = 1 ∼ 10 Hz.

rier with total transmit power constraint. Simulation reveals that our proposed
scheme achieved 15 % to 20 % higher BPS over CAM. Also, we have suggested
the outer-loop control method which may sustain a given required BER by up-
dating the look-up table under slowly-varying channels.
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Abstract. This paper proposes a transient(predictive) connection ad-
mission control(CAC) scheme using the transient quality of service(QoS)
measure for vertical handover between cdma2000 and WLAN. We derive
the transient outage probability as the QoS measure using the fluid flow
model. We need an approximate approach using fluid flow model for real-
time CAC applications. Based on the outage measure, we compare soft
QoS-based transient outage performance against traditional hard QoS-
based transient outage performance. Numerical results show that the
predictive CAC is a promising approach for vertical handover between
cdma2000 and WLAN.

1 Introduction

A future wireless service provision will be characterized by global mobile access
at anywhere and anytime. These mobile communication systems will consist of
different types of wireless networks, each providing varying access bandwidth and
coverage level. Two of the most largely deployed packet-switched technologies are
wireless local area network(WLAN) based on IEEE 802.11b standards and third-
generation wireless wide area networks such as cdma2000 and UMTS(WCDMA).
The two technologies offer characteristics that complement each other perfectly.
So if users could seamlessly roam across the two networks, the performance and
flexibility of wireless data services would be dramatically improved.
Several approaches have been proposed for interworking between WLAN and cel-
lular networks. The 3GPP and 3GPP2 have been standardizing specifications on
the interworking between 3G and WLAN[1]. The IEEE 802.21 Working Group
has been establishing the requirements for media independent handover services
under the heterogeneous systems[2]. For an effective interworking, we need to
study a various techniques such as authentication protocol including AAAs, in-
telligent selection algorithm, QoS vertical handover algorithm, and so on[3][4][5].
But, in this paper, we especially focus at QoS aware vertical handover algorithm
between cdma2000 and WLAN.
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In the proposed interworking system, vertical handover connections must be as-
signed higher priority over other connections, because vertical handover connec-
tion users are more sensitive to outage probability than new connection. Thus,
vertical handover connections and horizontal handover connections are treated
differently in the point of radio resource management. Therefore, CAC scheme
is necessary to support QoS requirements of vertical handover connection. So
we propose a soft QoS-based vertical handover scheme for Mobile IPv6-based
interworking system.
As for the queuing models, there are essentially three solution methods: the
matrix analytic method, probability generating function(pgf), and fluid flow ap-
proximation. The most attractive approach, because of its mathematical sim-
plicity and tractability, approximates the actual arrival process to the buffer by
a continuous fluid flow approximation[6]. Generally, however, queuing analysis
such as bufferless fluid flow models, provide only steady state results due to
the complexity of modeling transient behavior. So, for traffic modeled as a su-
perposition of On-Off sources, we approach a transient fluid flow model for the
proposed CAC scheme.
This paper is organized as follows. In section 2, we describe an interworking ar-
chitecture and traffic model which is assumed in our algorithm. We propose the
soft QoS-based scheme for CAC under interworking environment, and analyze
the outage probability in section 3. In section 4, we discuss the numerical results.
Finally, we conclude the paper in section 5.

2 Interworking Architecture for Vertical Handover

2.1 Interworking Architecture

Fig. 1 shows the cdma2000-WLAN interworking architecture. There are two han-
dover procedures between cdma2000 and WLAN: horizontal handover and ver-
tical handover. A user initially connects to AP(Access Point) of WLAN and re-
quest vertical handover(λV ) into ANTS(Access Network Transceiver Subsystem)
of cdma2000. When a cdma2000 user moves to adjacent cdma2000 system, a user
requests handover(λH). Also, MN(Mobile Node) has dual mode interfaces[7][8].
In loose coupling interworking approach, Mobile IP[9] mechanisms must be im-
plemented in the MNs and be installed on the network devices(for example,
ANC) of WLAN and cdma2000. This approach provides IP mobility for the
roaming between cdma2000 and WLAN.

2.2 Traffic Model

Each source is modeled as an On-Off source[10]. We assume that a series of fixed
packets arrive in the form of a continuous stream of bits and use a fluid model. We
also assume that the ‘OFF’ and ‘ON’ periods for sources are both exponentially
distributed with parameters λH , λV , and μ, respectively. The transition rate
from ‘ON’ to ‘OFF’ is μ, and from ‘OFF’ to ‘ON’ is λH or λV . Hence the
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average length of the ‘ON’ and ‘OFF’ periods is 1
λH

or 1
λV

and 1
μ , respectively.

In this traffic model, when a source is ‘ON’, it generates fixed packets with a
constant interarrival time, 1

Rp
seconds/bit. When the source is ‘OFF’, it does

not generate any packets.

Fig. 1. Interworking architecture between cdma2000 and WLAN.

3 Proposed Soft QoS-based Vertical Handover

3.1 Soft QoS-based CAC

The objective of this paper is that vertical handover connections are allowed
to satisfy their performance requirements in interworking architecture. As it
were, traditional resource allocation service(e.g. hard QoS) provide only static
resource contract. But the vertical handover needs also to coordinate service
negotiations that adjust the service requirements dynamically to ensure QoS
requirement. The soft QoS is satisfied with dynamic traffic requirement. That
is, if the QoS required by the handover connection cannot be supported, the
handover connection scales its performance within the given range specified by
the requirement of the handover connection, called the critical bandwidth ratio,
ξ[11][12]. ξ is a value that results in minimum acceptable satisfaction. In general,
ξ for video on demand (VoD) is 0.6 ∼ 0.8 and ξ for background data is 0.2 ∼ 0.6.
Namely when the handover caused to congestion in ANC, the soft QoS control
improves the satisfaction of undersatisfied connections while maintaining the
overall satisfaction of active connections as highly as possible.
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We next provide an outline of the soft QoS-based CAC algorithm. The connection
is admitted into the radio access network if the QoS requirements can be met for
both the new connection and the existing connections. A soft QoS-based CAC
algorithm is implemented in the ANC and executed for each radio cell. A flow
chart of the soft QoS-based CAC scheme is depicted in Fig. 2.
The proposed CAC scheme based on soft QoS is processed as follows.

1. Calculate the maximum number of connections, Nmax: Including the transient
voice activity factor, the number of active sources, and taking into account the
inference from adjacent radio cells, the maximum number of connections, Nmax,
which may be supported within any particular radio cell can be found[13].

Nmax =
W

p(t)(f + 1)Rp(Eb

Io
)req

+
1

f + 1
− i(q(t)− p(t))

p(t)
− NoW

p(t)(f + 1)S
, (1)

where Nmax should larger than i, we assume that the power of the reference
MN is initially ‘ON’ at time 0 and still ‘ON’ at time t. We compute the refer-
ence cell interference power by considering N − 1 connections in the reference
cell. We also compute the other cells interference power by assuming that there
are N connections in each other cells. Let W (Hz) be the spreading bandwidth,
(Eb/Io)req the required target value, Rp be the peak transmission rate, and f
represents the other cells interference as a fraction of the interference from the
reference cell. Recall that N denotes the total number of connections in the ref-
erence cell. S denotes the total power received from each MNs at the ANC. A
perfect power control at each ANC ensures that the total power received from
each MNs within that cell is limited to S. No stands for the background thermal
noise spectral density.

2. Update the N : For a new (N+1 )-st connection request, we update N ← N +1
for the fluid flow model. The number N represents the number of the existing
connections.

3. Compute (predict) hard QoS-based transient outage probability, PH
out(t): Based

on the traffic parameters, λH , λV and μ, the number of existing connections in
the reference radio cell, N, and the number of active connections at the current
time t = 0, i, predict the outage probability at time t, PH

out(t). If PH
out(t) > QoSout

and new connection is horizontal handover, new connection is rejected.

4. Compute(predict) soft QoS-based transient outage probability, PS
out(t): Based

on soft QoS scheme, peak rate decrease from Rp to R∗
p, which is ξRp, and the

total number of connection increase from N to N∗ . After that, PS
out(t) is calcu-

lated, and if PS
out(t) > QoSout, new connection is rejected.

Details are provided in next subsection.

3.2 Transient Outage

We will use a statistical bufferless fluid flow model to predict the probability
that outage occurs at time t(round trip delay between MN and ANTS) based
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Fig. 2. The proposed soft QoS-based CAC algorithm.

on the traffic statistical behavior at time 0. Equivalently, we can express the
capacity of the cdma2000 uplink, as the maximum number of simultaneously
active connections, �Nmax�, that can be supported on the uplink. The floor
function �x�, also called the greatest integer function, gives the largest integer
less than or equal to x. We assume that N On-Off sources in each radio cell
share the capacity, NmaxRp, of a uplink of cdma2000 system. Let Λ(t) denote
the aggregate arrival rate from Y (t) active connections. According to a fluid
model, outages occurs at time t when Λ(t) exceeds the link capacity NmaxRp.
Since we are interested in transient outage performance, a formula involving the
backward Kolmogorov equations of the process is used(see Fig. 3).

Fig. 3. State transition diagram.
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And in case of vertical handover, the total number of connections increase from
N to N∗ , because the existing connections donor their bandwidth to vertical
handover connection. Therefore N∗ is calculated by

N∗ = N + α, where α = �(1− ξ)N�. (2)

The transitions among states are expressed as a set of differential equations.

dPo(t)
dt

= −(N + α)(λH + λV )P0(t) + μP1(t), (3)

dPk(t)
dt

= (N + α− k + 1)(λH + λV )Pk−1(t) (4)

−[(N + α− k)(λH + λV ) + kμ]Pk(t)
+(k + 1)μPk+1(t), 1 ≤ k ≤ N − 1

dPN (t)
dt

= α(λH + λV )PN−1(t)− (λV +Nμ)PN (t) + (N + 1)μPN+1(t), (5)

dPN+j(t)
dt

= (α− j + 1)λV PN+j−1(t) (6)

−[(α− j)λV + (N + j)μ]PN+j(t)
+(N + j + 1)μPN+j+1(t), 1 ≤ j ≤ α

dPN+α(t)
dt

= λV PN+α−1(t)− (N + α)μPN+α(t). (7)

We recognize the above equations (3)∼(7) as the backward Chapman-Kolmogorov
equations. In matrix form, they can be written as

dP (t)
dt

= AP (t) (8)

where P(t) is the column vector (P0(t), P1(t), · · · , Pk(t), · · · , PN+α(t))T .Pk(t)
represents the probability of having k active sources in the reference cell at time
t. A is a (N + α+ 1)× (N + α+ 1) matrix:

A = (9)⎡⎣−(N + α)(λH + λV ) μ 0 0 0 · · · 0
(N + α)(λH + λV ) −(N + α − 1)(λH + λV ) − μ 2μ 0 0 · · · 0

0 · · · · · · · · · · · · · · · 0
· · · · · · α(λH + λV ) −(λV + Nμ) (N + 1)μ · · · 0
0 · · · · · · · · · · · · · · · · · ·
0 0 · · · · · · · · · λV −(N + α)μ

⎤⎦
In order to solve Eq. (8) for the time-dependent behavior Pk(t), we require our
initial conditions; that is, we must specify Pk(0) for k = 0, 1, · · · , N + α. In
addition we further require following constraint:

N+α∑
k=0

Pk(t) = 1 (10)
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Thus we can find the predictive conditional state probability, P(t), by using the
eigenvalues of matrix A:

P (t) = V

⎡⎢⎢⎢⎢⎣
e−s1t 0 0 · · · 0

0 e−s2t 0 · · · 0
· · · · · · · · · · · · · · ·
0 0 · · · e−sN+αt 0
0 0 · · · 0 e−sN+α+1t

⎤⎥⎥⎥⎥⎦V−1P (0) (11)

where s1, s2, · · · , sN+α+1 are the eigenvalues of matrix A and s1 = 1. V stands
for the right eigenvectors of matrix A. P(0) is the column vector (P0(0), P1(0),
· · · , Pi(0), , · · · , PN+α(0))T with Pi(0) = 1 because the number of active con-
nection at time 0 are Y (0) = i. The conditional transient outage probability is
then given by

Pout(t) = P (BER ≥ 10−3|Y (0)) = P (Λ(t) ≥ NmaxRp|Y (0)) (12)

=
N+α∑

k=�Nmax�+1

Pk(t) ≤ QoSout

where Λ(t) = Rpk denotes the aggregate arrival rate of the k active connections
at time t. QoSout is the QoS requirement for outage probability.

3.3 Application to CAC

Hard QoS-based CAC : Using this admission rule Eq. (12), a new (N + 1)-st
connection is established. We update N ← N + 1. We then admit the new
connection if this connection is vertical handover, and only if, the condition in
Eq. (13) is met. If new connection is horizontal handover, this connection is
rejected.

NHard = max{N |PH
out(t) =

N+1∑
k=�Nmax�+1

Pk(t) ≤ QoSout}. (13)

Soft QoS-based CAC : Let N∗
Soft be the maximum number of connections that

can be supported in a cell such that the probability of outage i.e., the number of
simultaneously bursting connections, exceeds �N∗

max� with probability less than
QoSout. Based on the QoS requirements, N∗

Soft will be computed as follows:

N∗
Soft = max{N |PS

out(t) =
N∗+1∑

k=�N∗
max�+1

Pk(t) ≤ QoSout}. (14)

To satisfy the QoS, the radio resource management function at ANC would
accept any new connections as long as N∗

Soft > N , the number of current con-
nections.
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4 Numerical Results

Some numerical results have been generated. As an example, consider the fol-
lowing system: Rp = 96kbps, (Eb/Io)req = 7dB, f = 0.33, W = 3.84Mbps(for
cdma2000), S = 60dBm, No = −166dBm/Hz. For soft QoS scheme, we assume
ξ = 0.6 which is a typical value for video traffic.
In Fig. 4, we describe the predicted outage probability in a radio cell as a func-
tion of the prediction time(in second) for various values of the initial conditions.
We assume λH = 0.4, λV = 0.1, and μ = 0.833. According to prediction time,
it is shown clearly that soft QoS scheme is better performance than traditional
hard QoS scheme. Also, we observe that Y(0 ) is larger, outage probability is
also larger.
In Fig. 5, we simulate the outage probability according to arrival rate of vertical
handover connection, λV . We assume t = ∞(steady state) and Y (0) = 2. We
obtain that the performance of soft QoS scheme is better than hard QoS scheme.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
10

−25

10
−20

10
−15

10
−10

10
−5

10
0

Prediction Time, t [sec]

O
ut

ag
e 

P
ro

ba
bi

lit
y

Soft QoS (Y(0)=0)
Soft QoS (Y(0)=2)
Soft QoS (Y(0)=4)
Hard QoS (Y(0)=0)
Hard QoS (Y(0)=2)
Hard QoS (Y(0)=4)

Fig. 4. Outage probability according to prediction time.
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When the arrival rate of vertical handover connection is 1 calls/sec, outage prob-
ability of soft QoS scheme is 0.21 and outage probability of hard QoS scheme is
0.96, respectively. So, soft QoS based CAC scheme has better performance.
Now, we simulate the number of connections according to arrival rate of ver-
tical handover connection. We assume λV = 0.4, μ = 0.833, Y (0) = 0 and
QoSout = 10−3. Fig. 6 illustrates that as arrival rate of vertical handover con-
nection increases, the maximum number of connections in soft QoS scheme is
larger than hard QoS scheme. At time t = 1, soft QoS scheme admit connections
around 90, but hard QoS scheme admit 52 connections. Soft QoS scheme can
admit more connections around 73%.
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Fig. 6. The maximum number of connections versus the arrival rates.

From our results, we clearly see that the outage probability based on soft QoS is
smaller than the outage probability based on hard QoS. Also the proposed soft
QoS scheme always accommodate more connections. For the smaller value of ξ,
the quality of the individual connection during the vertical handover procedure
is slightly deteriorated. Therefore, we conclude that soft QoS-based scheme is
more efficient than hard QoS-based scheme.

5 Conclusions

The WLAN and cdma2000 technologies provided complementary environments
for mobile packet data users. To integrate two heterogeneous networks, Mobile
IPv6-based loose coupling interworking approach was considered. We proposed
CAC scheme based on soft QoS concept that is allowed to satisfy their perfor-
mance requirements in interworking architecture. We focused on the transient
uplink performance of cdma2000 system with burst On-Off sources, and devel-
oped a fluid flow approximation method for computing transient outage prob-
ability for such a system. We could reduce the outage probability using soft
QoS-based scheme for vertical handover connections. Therefore, the proposed
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soft QoS scheme was more efficient than traditional hard QoS scheme under the
heterogeneous interworking environments.
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Abstract. In this paper, we propose a new distributed Mobility Predic-
tion based Weighted Clustering Algorithm based on an on-demand dis-
tributed clustering algorithm for multi-hop packet radio networks. These
types of networks, also known as mobile ad hoc networks (MANETs) are
dynamic in nature due to the mobility of the nodes. The association and
dissociation of nodes to and from clusters perturb the stability of the
network topology, and hence reconfiguration of the system is often un-
avoidable. However, it is vital to keep the topology stable as long as pos-
sible. The nodes called cluster-heads form a dominant set and determine
the topology and its stability. Simulation experiments are conducted to
evaluate performances of our algorithm and compare them to those of
the weighted clustering algorithm (WCA), which does not consider pre-
diction. Results show that our algorithm performs better than WCA, in
terms of updates of the dominant set, handovers of a node between two
clusters and average number of clusters in a dominant set.

1 Introduction

The rapid advancement in mobile computing platforms and wireless communi-
cation technology lead us to the development of protocols for easily deployable
wireless networks typically termed wireless ad hoc networks. These networks are
used where fixed infrastructures are non-existent or have been destroyed. They
permit the interconnectivity between workgroups moving in urban or rural area.
They can also help in collaborative operations, for example, distributed scientific
research and rescue.

A multi-cluster, multi-hop wireless network should be able to dynamically
adapt itself with the changing networks configurations. Some nodes, known as
cluster-heads, are responsible for the formation of clusters each consisting of a
number of nodes (analogous to cells in a cellular network) and maintenance of
the topology of the network. The set of cluster-heads is also called Dominant
set. A cluster-head is responsible of resource allocation to all nodes belonging
to its cluster. Due to the dynamic nature of the mobile nodes, their association
and dissociation to and from clusters perturb the stability of the network and
thus reconfiguration of cluster-heads is unavoidable.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 717–724, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The paper is organized as follows. Section 2 describes previous clustering
algorithms. In section 3 we propose a new distributed Mobility Prediction-based
Weighted Clustering Algorithm and compare in section 4, using simulations, its
performances to those of the Weighted Clustering Algorithm (WCA)[1]. Section
5 concludes our study.

For our simulations, we use GloMoSim[2]. GloMoSim is a discrete event paral-
lel environment based on PARSEC (PARallel Simulation Environment for Com-
plex systems)[3].

2 Related Works

Current algorithms for the construction of clusters contained in many routing
protocols, as well as clustering heuristics, such as the lowest-identifier[4], the
highest-degree[5][6] and the Linked-Cluster Algorithm (LCA)[7][8], have proac-
tive strategies. By proactive, we mean that they require a constant refresh rate
of cluster dependent information. That introduces a significant background con-
trol overhead even if there is no data to send. The major difficulty comes from
node mobility, which has an impact on the position of the nodes and on the
neighborhood information, which is essential for clustering. To ensure the cor-
rect collection of neighborhood information, existing clustering solutions rely on
periodic broadcast of the neighbor list. Mobility causes adjacency relations to
change. As well as in Lowest Distance Value (LDV) and the Highest In-Cluster
Traffic (ICT)[9], depending on nodes movement and traffic characteristics, the
criterion values used in the election process can keep on varying for each node,
and hence result in instability.

Proposed by Chatterjee et al[1], the Weighted Clustering Algorithm (WCA)
works differently of the algorithms described above since it is only invoked on
demand by isolated nodes. Moreover, to determine the cluster-head nodes, that
algorithm considers the ideal number of nodes that a cluster can handle, the
mobility (speed of nodes), the distance between a node and its neighbors and
the battery power. WCA assigns weights to these different parameters.

The cluster-head election procedure is invoked at the time of systhem acti-
vation, and also when the current dominant set is unable to cover all the nodes.
Every invocation of the election algorithm does not necessarily mean that all
the cluster-heads in the previous dominant set are replaced by new ones. If a
node detaches itself from its current head-cluster and attaches itself to another
cluster-head, then involved cluster-heads update their member list instead of
invoking the election algorithm. See detailed description of WCA in appendix A
and in [1]. After the election, all the nodes are in clusters with a cluster-head in
each cluster and each node has a list constituted by its neighbors and the set of
all the cluster-heads.

All nodes continuously monitor the signal strength of a Hello messages re-
ceived from the cluster-head. When the distance between the node and its
cluster-head increases, the signal strength decreases. In that case, the mobile
has to notify its current cluster-head that it is no longer able to attach itself
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to it. The node tries to handover to a neighboring cluster which cluster-head
is the first found in its list. If the node goes into a region not covered by any
cluster-head, then the WCA election procedure is invoked and a new dominant
set is obtained.

Unfortunately, these periodic hello messages induce a high communication
overhead.

3 Our Algorithm: MPWCA

As mentionned above, the overhead induced by WCA is very high, since it uses a
large part of bandwidth for building and maintaining the dominant set (discovery
of neighbors, election process, signal strength monitoring), which cannot be used
for useful data transmissions.

To avoid that overhead, we propose to increase the duration between two hello
messages. Due to nodes mobility, the topology is always changing. Increasing the
duration between two hello messages will lead to link breaking since a node can
go out of its cluster without knowing it. So, we propose a distributed mobility
prediction-based mechanism using the past movements of the cluster-heads to
replace the missing informations given by frequent hello messages.

3.1 Description

Our estimation algorithm starts after the election of the cluster-heads, when the
ordinary nodes are monitoring the signal strength of packets from their cluster-
head. It works as follow :

1. The cluster-head periodically sends informations about its position and its
speed in Hello messages. When an ordinary node receives these Hello mes-
sages, it stores the informations about its cluster-head into a list named past
information list. The stored informations are :

– the position of the cluster-head in cartesian coordinates (x, y, z).
– the speed of the cluster-head.

2. If an ordinary node has less than two past informations about its cluster-head
stored in its list, during the time between two Hello messages, it waits for the
next hello message (step 1). Otherwise, it uses the past information list to
estimate the current position and speed of its cluster-head and store it in a
list named prediction list. Since the time interval between two hello messages
can be very large, the ordinary node could make more than one estimation
which will be stored in its prediction list. In this case, the prediction list
containing previous estimations is appended to the past information list, to
make other estimations. The computing of an estimated position is detailed
in subsection 3.2.

3. Using its estimation, the ordinary node decides if it should stay in its current
cluster or not. To this goal, the ordinary node computes the distance to
the estimated position of its cluster-head. It compares this distance to the
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transmission range, which is the same for all nodes. If the distance is less than
transmission range, the ordinary stays in its cluster. Otherwise, it tries to
handover to another neighboring cluster-head. Even if it cannot find another
cluster-head in its neighborhood, it stays in its current cluster, waiting for
the next estimation or the next Hello message, thus to avoid updates of the
dominant set which are not needed, due to false estimations.

The ordinary nodes make estimations until they receive a new hello message
from their cluster-head. After the ordinary nodes have received a new hello
message (step 1), their prediction list is cleared.

Since an ordinary node estimates position using past information, it needs
to take ”fresh information”. So, the past information list has a finite size (in our
experiments, we choose to keep at most 10 positions). When the list is full, the
next inserted information drives the oldest information out of the list.

When either a handover or an update of the dominant set and then a new
election occurs, both the past information list and the prediction list are cleared.

3.2 Estimation Computation

All ordinary nodes need to estimate the position of their cluster-head. To explain
the estimation computation, we suppose that a given ordinary node has already
estimated positions stored in its prediction list. To estimate the next position
of its cluster-head, the ordinary node appends its prediction list to its past
information list to form a bigger list L. Let us note P = {pi = (xi, yi, zi)} the
list of the N last positions of its cluster-head (in cartesian coordinates) stored
in L. In our experiments we choose N such as 2 ≤ N ≤ 10

We compute the N − 1 vectors

pipi+1 = (xi+1 − xi, yi+1 − yi, zi+1 − zi) for i = 1..(N − 1)

Then, we compute the average moving vector

D =
1

N − 1

N−1∑
i=1

pipi+1

Finally, the next estimated position pN+1 is computed by translating the
last position pN (either monitored or previously estimated) by the vector D
(pNpN+1 = D). The position pN+1 is then stored in the prediction list.

4 Performance Evaluation

Using simulations, we show that our algorithm (MPWCA) performs better than
WCA in terms of number of updates of a dominant set, number of successful
handovers of a node in a cluster and average number of clusters.
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4.1 Simulation Study

We simulate two systems of 50 and 100 nodes respectively on a 1000 m×1000 m
area. The nodes have a transmission range of 100 m and 200 m. The nodes can
randomly move in all possible directions with speed varying uniformly between
0 and one parameter representing the maximum value of the speed.

The cluster-head election takes place at the start of the simulation and when
a node can no longer be covered by the dominant set. See details of the election
procedure in annexe A and in [1]. For this election, we assume that each cluster-
head can handle δ = 3 nodes (ideal degree) in its cluster in terms of resource
allocation. In this election, parameters w1 and w2 (see appendix A) are higher
than w3 and w4 because we want properties of connectivity and promiscuity with
neighbors to be more important for a good cluster-head than low mobility and
high battery energy. In our experiments, the values used are w1 = 0.7, w2 = 0.2,
w3 = 0.05 and w4 = 0.05.

When all cluster-heads are chosen, they start sending hello messages with a
period of 2s. Then, ordinary nodes start estimations (step 2 to step 3 described
in section 3). In our experiments, they make two estimations before receiving the
next hello message. After that, the prediction list is cleared and the algorithm
is then in step 1.

To measure performances of our system, we consider three metrics :

– the number of updates of the dominant set.
– the number of successful handovers between two clusters.
– the average number of clusters in the dominant set, which characterizes the

load of clusters.

These three parameters are studied as a function of the maximum speed of the
nodes.

4.2 Simulation Results

In our simulation experiments, we choose values 1 m/s, 5 m/s, 10 m/s, 20 m/s,
30 m/s and 40 m/s for the maximum speed of nodes. The nodes move randomly
and uniformly in all possible directions. On figure 1 we can see that the number
of succesful handovers increases while speed increases. Due to the mobility, nodes
do not always stay in the same cluster. But, there are less changes when nodes
have a high transmission range or when they move slowly. We can also observe
that our algorithm allows a higher number of successful handovers than WCA.

As well as for handovers, figure 2 shows that the number of updates of the
dominant set increases while speed increases, due to mobility. We can see that
our algorithm gives better results for this metric, since WCA involves more
updates of the dominant set than our algorithm, and the cost of these udpates
is higher in terms of resources allocation such as CPU and bandwidth.

The higher the number of nodes in a cluster is, the more the dominant set
is stable. Nevertheless, each cluster should not be overloaded, because nodes
need to load the cluster-head to comunicate. The usually used number of nodes
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Fig. 1. number of successful handovers vs maximum speed
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Fig. 2. number of updates of the dominant set vs maximum speed

that a cluster-head can handle ideally is three nodes (in addition to the cluster-
head). Figure 3 shows that the number of clusters increases when speed increases
because, due to fast mobility, the dominant set tends to be unstable, but we can
notice that with our algorithm, the number of clusters increases slower than
with WCA . We can note that our algorithm (with an average value of 2.7 nodes
per cluster) is closer to this ideal number than WCA(with an average value 2.5
nodes per cluster).We can also see that when the transmission range is high (200
m instead of 100 m), the number of clusters is low, due to the fact that cluster-
head can cover much more ordinary nodes with a value of 200 m for transmission
range than with a value of 100m.

5 Conclusion and Further Works

In this paper we propose a new distributed Mobility Prediction-based Weighted
Clustering Algorithm (MPWCA). To limit the overhead induced by control mes-
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Fig. 3. average number of clusters vs maximum speed

sages such as Hello messages, we increase the interval between two messages.
During this long time, nodes try to estimate the movement of their cluster-head
and then anticipate handovers, to avoid link breaks.

Using GloMoSim [2], we simulate two networks of 50 and 100 nodes respec-
tively, uniformly distributed on a 1000m × 1000m area. To compare the per-
formances of our new distributed mobility prediction-based weighted clustering
algorithm with the Weighted Clustering Algorithm (WCA), we consider three
metrics characterizing the stability of the dominant set : the number of updates
of the dominant set, the number of handovers of a node to another cluster and
the number of clusters. We show that our algorithm ensures a better stability of
the dominant set than WCA.

In future work, we will investigate the performances of our estimation mech-
anism on a locally-centralized system. By locally-centralized we mean that we
will always use a cluster-based architecture but the estimation will work on the
cluster-head itself instead of ordinary nodes.
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A Cluster-Head Election in WCA

The algorithm for the cluster-head election in WCA is the following :

1. Find the set N(v) of neighbors of each node v (ie. nodes v′ such that the
distance between v and v′ is less than the transmission range of v). Set dv,
the degree of v, the cardinality of N(v).

2. Compute the degree-difference Δv =| dv − δ | for each node v, where δ is
the number of nodes (pre-defined threshold) that a cluster-head can handle
ideally.

3. For every node, compute the sum of the distances Dv with all its neighbors

Dv =
∑

v′∈N(v)

dist(v, v′)

4. Compute the running average of the speed for every node until current time
T . This gives a measure of mobility Mv

Mv =
1
T

T∑
t=1

√
(Xt −Xt−1)2 + (Yt − Yt−1)2

where (Xt, Yt) defines the position of the node v at instant t.
5. Compute the cumulative time Pv during which a node v acts as cluster-head.

Pv indicates how much battery power has been consumed, which is assumed
more for a cluster-head than an ordinary node.

6. Calculate the combined Weight (Wv) for each node v where

Wv = w1 ×Δv + w2 ×Dv + w3 ×Mv + w4 × Pv

7. Choose that node with the smallest Wv as cluster-head. All neighbors of
the chosen cluster-head are no more allowed to participate in the election
procedure.

8. Repeat steps 2 to 7 for the remaining nodes which are not yet selected as a
cluster-head or assigned to a cluster.



An Efficient Subcarrier and Power Allocation

Algorithm for Dual-Service Provisioning in
OFDMA Based WiBro Systems

Mohmmad Anas1, Kanghee Kim1, Jee Hwan Ahn2, and Kiseon Kim1

1 Department of Information and Communications,
Gwangju Institute of Science and Technology (GIST),

1 Oryong-dong, Buk-Gu, Gwangju, 500-712, Republic of Korea
Tel:+82-62-970-2264 Fax:+82-62-970-2274

{anas, khkim, kskim}@gist.ac.kr
2 Electronics and Telecommunications Research Institute (ETRI),

161 Gajeong-dong, Yuseong-Gu, Daejeon, 305-350, Republic of Korea
jhahn@etri.re.kr

Abstract. This paper investigates the problem of resource allocation for
quality of service (QoS) support in Orthogonal Frequency Division Mul-
tiple Access (OFDMA) based WiBro systems. We identify the key QoS
parameters as data rate and bit error rate (BER), which are used to de-
termine the individual traffic demands. We propose a resource allocation
algorithm to provide dual-service, Guaranteed Performance (GP) and
Best Effort (BE) differentiated on the basis of required QoS. Subcarrier
assignment and power allocation are carried out sequentially to reduce
the complexity, and GP users are given priority over BE users in assign-
ing subcarrier and allocating power. We present the simulation results of
the proposed algorithms applied to frequency selective Rayleigh fading
channel with additive white Gaussian noise (AWGN) and OFDMA.

1 Introduction

WiBro (Wireless Broadband) [1], also known as High-speed Portable internet
(HPi) is a Korean technology for next generation (NextG) communication sys-
tems, to provide high-rate data communication to users with diverse quality of
service (QoS) requirements over a wireless channel. In this paper, we consider
the resource allocation problem in Orthogonal Frequency Division Multiple Ac-
cess (OFDMA), which is a modulation and multiple access method for WiBro
systems based on IEEE 802.16a [2], to provide service to heterogeneous users.

Different broadband services require different amount of rates and different
priorities [4]. For example, it requires more bandwidth to provide video service
than one for data service, and in general voice service is given higher priority
than either a data or a video service. In response to these diverse requirements
network designer may choose to support a variety of services with guaranteed
QoS and high bandwidth utilization while servicing maximum number of users.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 725–734, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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So far several papers [5]-[9] have dealt with the problem of adaptive resource
allocation in multiuser Orthogonal Frequency Division Multiplexing (OFDM)
system under various constraints. When the requirements for each user’s data
rate and bit error rate (BER) are given, the subcarrier assignment and transmit
power allocation problem become more complex to be analytically solved as
compared to when there is no constraint on each user’s data rate and BER [5].
The problem in this case should be solved by a nonlinear programming technique
[6], which requires high complexity to be implemented in practical. So far several
suboptimal algorithms have been proposed to solve the problem such as iterative
method in [7] and heuristic methods in [6][8]. In [9], an optimal power allocation
is proposed for a determined subcarrier assignment scheme to satisfy each user’s
data rate proportionally.

In this paper, we consider two types of users, Guaranteed Performance (GP)
and Best Effort (BE), differentiated on the basis of required data rate and BER
criteria. Applications that require guaranteed QoS, such as bounded BER, and a
guarantee on the throughput, are called GP services. On the other hand, applica-
tions which are less sensitive to instantaneous variations in available bandwidth
and do not require guarantees on the throughput, are called BE services [13]. In
this context, we propose an efficient subcarrier and power allocation algorithm
to provide dual-service (GP and BE) differentiated on the basis of required rate
and BER in an OFDMA system.

Ideally, subcarriers and power should be allocated jointly to achieve the opti-
mal solution. However this poses an extreme computational burden on the Base
Station (BS) in order to reach the optimal allocation. Separating the subcarrier
and power allocation is a way to reduce the complexity since the number of
variables in the objective function is almost reduced by half [9]. Here, to make
our problem tractable we separate the subcarrier and power allocation. For sub-
carrier assignment we modify the suboptimal subcarrier allocation algorithm
proposed in [6] to provide services to GP and BE users where, GP users are
given priority in assigning subcarriers to that of BE users. In assigning subcar-
rier we assume that total available power at BS is equally distributed among
the subcarriers. For power allocation we propose an algorithm to allocate power
to GP users so as to satisfy the data rate requirements of GP users and then
allocate the rest of the power equally among the subcarriers assigned to BE
users.

The remainder of this paper is organized as follows. In Section 2 we present
system model and formulate the subcarrier and power allocation problem. In
Section 3 subcarrier assignment and power allocation algorithm to provide ser-
vice to GP and BE user’s is developed. In Section 4, we give simulation results
of the proposed algorithms. Section 5 contains the concluding remarks.

2 System Model and Problem Formulation

A schematic diagram of an OFDMA based WiBro system used in this paper
is shown in Fig. 1. [1][3]. In the figure, K denotes the total number of users
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Fig. 1. System Model of a downlink OFDMA System

and N denotes the total number of subcarriers. At the transmitter, the serial
data stream from the K users are fed into the encoder block. Using the channel
information from all K users, the subcarrier and bit/power allocation algorithm
is applied to assign different subcarriers to different users. Here, we assume that
a subcarrier at a particular time is not being shared among users. The number of
bits and power allocated to each subcarrier is also determined in the process. This
information is used to configure the encoder and the input data is encoded and
transmitted accordingly. At the receiver, the subcarrier and bit/power allocation
information is used to configure the subcarrier selector and decoder to extract
the data from the subcarriers assigned to the kth user.

Let us assume that bk,n denotes a set of data symbols for the kth user’s nth

subcarrier and pk,n is the power allocated to the kth user’s nth subcarrier. Under
the assumptions above, the transmitted signal from the base station is detected
by the kth user’s receiver and the decision statistic zk,n for the kth user’s nth

subcarrier data symbol may be written as,

zk,n = bk,n

√
pk,nhk,n + ηn (1)
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where, hk,n is a random variable representing the fading for the nth subcarrier
between the base station and kth user’s receiver. ηn denotes the additive white
Gaussian noise (AWGN) with mean zero and variance σ2 = N0

B
N . B is assumed

to be total available bandwidth, hence signal-to-noise ratio (SNR) for the kth

user’s nth subcarrier is,

pk,n | hk,n |2
N0

B
N

= pk,nHk,n (2)

where, N0 is the noise power spectral density and Hk,n is carrier-to-noise ratio
(CNR) for kth user’s nth subcarrier.

Assuming the M-ary quadrature amplitude modulation (MQAM) and ideal
phase detection the data rate of user k is viewed as the sum of the user’s subcar-
riers data rate, as derived in [10]. Hence, the data rate of user k in an OFDMA
system is represented by,

Rk =
B

N

∑
n∈Ωk

log2

(
1 +

pk,nHk,n

Γ

)
bps (3)

where, Ωk is the set of subcarriers allocated to user k and is assumed to be
mutually exclusive, and Γ = − ln(5BER)/1.5. Note that the definition of Γ is
valid for M ≥ 4 and 0 ≤ γk,n ≤ 30 dB.

In this paper, users are classified as either GP or BE users, first K1 are
assumed to be GP users and, the next K−K1 are assumed to be BE users. Since
BE users have no strict data rate requirements, we formulate our problem so as to
maximize the sum-capacity of BE users for a given BER while satisfying the data
rate and BER requirements of all the GP user’s under the total power constraint
[11]. Hence, the general optimization problem of interest can be expressed as,

max
pk,n,Ωk

K∑
k=K1+1

∑
n∈Ωk

B

N
log2

(
1 +

pk,nHk,n

Γ2

)
(4)

subject to:
∑

n∈Ωk

B

N
log2

(
1 +

pk,nHk,n

Γ1

)
= Rk

K∑
k=1

∑
n∈Ωk

pk,n ≤ Ptotal

pk,n ≥ 0 for all k, n

R1 : R2 : . . . : RK1 = γ1 : γ2 : . . . : γK1

Ω1 ∪Ω2 ∪ . . . ∪ΩK ⊆ {1, 2, . . . , N}
where, Ptotal is the total available power; Γ1 = − ln(5BER1)/1.5 and Γ2 =
− ln(5BER2)/1.5 are the SNR gap for GP and BE users respectively; {γi}K1

i=1is
a set of values proportional to the GP users rate. In this problem, we need to
find pk,n and Ωk to maximize the sum capacity of BE users under the data
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rate constraints of GP users and total power constraint. As discrete subcarrier
assignment is involved in the above problem, it turns to be a hard problem to
solve. However if subcarrier assignment Ωk is known, the dual-service provision-
ing problem can be converted to a convex optimization problem, similar to the
transformation used in [11], for Discrete MultiTone (DMT) Systems.

Hence, for the known subcarrier assignment the power allocation problem to
service GP and BE users can be formulated as,

max
pk,n

K∑
k=K1+1

∑
n∈Ωk

B

N
log2

(
1 +

pk,nHk,n

Γ2

)
(5)

subject to:
∑

n∈Ωk

B

N
log2

(
1 +

pk,nHk,n

Γ1

)
= Rk

K∑
k=1

∑
n∈Ωk

pk,n ≤ Ptotal

pk,n ≥ 0 for all k, n

R1 : R2 : . . . : RK1 = γ1 : γ2 : . . . : γK1

Ω1 ∪Ω2 ∪ . . . ∪ΩK ⊆ {1, 2, . . . , N}

3 Resource Allocation for Dual-Service Provisioning

Transmit power allocation algorithm is carried out sequentially after subcarrier
assignment. The optimization problem in (5) is a convex function of power and
can be solved using Lagrangian multiplier techniques [13]. The optimal power
allocation solution comes out to be well known waterfilling solution in frequency
domain [12]. The price for the optimal solution is obviously the computational
time and complexity, which makes them impractical for real-time systems. In the
following subsections we present a subcarrier assignment algorithm assuming
equal power allocation, and an efficient power allocation algorithm for known
subcarrier assignment, for dual-service provisioning in OFDMA based WiBro
systems [1][2].

3.1 Subcarrier Assignment with Equal Power Allocation

To support the dual class (GP and BE) users, we here modify the subopti-
mal subcarrier assignment algorithm proposed in [6]. In the proposed subcarrier
assignment algorithm we give priority to GP users in assigning subcarriers to
that of BE users. In assigning subcarrier we assume that total available power
at BS is equally distributed among the subcarriers, as is assumed in [6]. Since
power is equally distributed among the subcarriers, we shall refer to this method
of subcarrier assignment as proposed-EQ. The proposed subcarrier assignment
algorithm to provide service to combined GP and BE users is represented as
follows:
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Proposed-EQ Algorithm:

1. Initialization (enforce zero initial conditions)

(a) set Rk = 0, Ωk = Φ for all k = {1, 2, .., K1, K1 +1, .., K} and A = {1, 2, . . . , N}
(b) p = Ptotal/N : Equal power allocation

2. for k = 1 to K1 (allocate best subcarrier to each GP user) {
(a) find n satisfying | Hk,n |≥| Hk,j | for all j ∈ A

(b) let Ωk = Ωk ∪ {n}, A = A − {n}
(c) Rk = Rk + B

N
log2

(
1 +

pHk,n

Γ1

)
}

(d) while A �= Φ, repeat step 2. until the rate requirements of GP users are fulfilled

3. for k = K1 + 1 to K (allocate left subcarriers to BE users) {
(a) find n satisfying | Hk,n |≥| Hk,j | for all j ∈ A

(b) let Ωk = Ωk ∪ {n}, A = A − {n}
(c) Rk = Rk + B

N
log2

(
1 +

pHk,n

Γ2

)
}

4. while A �= Φ (iteratively give lowest rate BE user first choice) {
(a) find k satisfying Rk ≤ Ri for all i, K1 + 1 ≤ i ≤ K

(b) for the found k, find n satisfying | Hk,n |≥| Hk,j | for all j ∈ A

(c) for the found k and n, let Ωk = Ωk ∪ {n}, A = A − {n}
(d) Rk = Rk + B

N
log2

(
1 +

pHk,n

Γ2

)
}

Proposed-EQ is a more general algorithm than proposed in [6]. Omission of
step 2.(d) and step 3 in the aforementioned proposed-EQ algorithm reduces it
to the method in [6].

3.2 Transmit Power Allocation for Known Subcarrier Assignment

Here, we propose a power allocation algorithm to deal with the high computa-
tional complexity issue for dual-service provisioning. To users demanding strict
QoS (e.g., GP users), resources (power) are allocated according to the optimal
approach, while for the users with loose QoS requirements (e.g., BE users) we
can save the computations by using lower complexity algorithm like equal power
allocation scheme.

In the proposed algorithm we subdivide the power allocation procedure for
GP and BE users. To quantify the amount of combined resources (subcarrier
and power), we assume based on the reasonable assumption made in [8] that the
amount of power assigned to the users should be proportional to the number
of subcarriers allocated. We use optimal waterfilling solution to allocate power
to GP users [9][13], and an equal power allocation scheme for BE users. The
equal power distribution among subcarriers is shown to be near optimal in [5]
for the sum capacity maximization problem under total power constraints. Fig.
2. summarizes the proposed power allocation algorithm. It assumes that sub-
carrier assignment is known and is determined by aforementioned proposed-EQ
algorithm. We shall refer to this method as proposed-RA, where RA stands
for resource allocation. Details of the proposed power allocation scheme are de-
scribed as follows:



An Efficient Subcarrier and Power Allocation Algorithm 731

start

Distribute power among
GP users and BE users

proportional to the number
of subcarriers allotted to

each service

Allocate power to GP users
subcarrier under total power
constraint of P’temp according

to the optimal waterfilling
solution

Above found P” is then
distributed equally among
the subcarriers allotted to

BE users

stop

1

' 1Power allocated to GP users, 

K

k
k

temp total

N
P P

N
==

" 'Power allocated to BE users, temp total tempP P P= −

1 1

1

''
,

21, 2, ,
2

1

Capacity of each BE user,

log 1
k

k n
k Kk K K K

n
k

k K

HB P
R

N
N

= + +
∈Ω

= +

= +
Γ…

( )req
k kR R R≤ ± Δ

' '
temp tempP P Pδ= −' '

temp tempP P Pδ= +

( )if ( )req
k kR R R< − Δ ( )if ( )req

k kR R R> + Δ

NoNo

Yes
' '

'' '

temp

total temp

P P

P P P

=

= −

Proposed-EQ Algorithm

Proposed Power Allocation
Algorithm

Fig. 2. Proposed-RA Algorithm

Proposed Power Allocation Algorithm:

1. Initialization (quantify the amount of combined resources i.e., subcarrier and
power)

(a) estimate power allocated to GP users, P ′
temp = Ptotal

K1∑
k=1

Nk

N

(b) estimate power allocated to BE users, P ′′
temp = Ptotal − P ′

temp

2. for k = 1 to K1 (allocate power to individual GP users using waterfilling solution){
(a) allocate power to GP users under total power constraint P ′

temp

(b) check if Rk ≤| R
(req)
k ± ΔR | }

(c) if not then increase or decrease the P ′
temp by δP (i.e., P ′

temp = P ′
temp ± δP )

and repeat step 2.

(d) P ′ = P ′
temp, and P ′′ = Ptotal − P ′

temp

3. for k = K1 + 1 to K (allocate power to BE users using equal power allocation)

Rk =
∑

n∈Ωk

B
N

log2

⎛⎜⎝1 + P ′′
K∑

k=K1+1
Nk

Hk,n

Γ2

⎞⎟⎠
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4 Simulation Results

To investigate the performance of the proposed algorithms simulation has been
performed with the following parameters: number of subcarriers, N = 64; the
number of users, K, was in between 4 and 16. The channel is considered to
be frequency selective multipath channel consisting of six independent Rayleigh
multipaths, with an exponential decaying profile. The maximum delay spread
is 5 microsecond. The maximum doppler frequency spread is 30Hz. The total
power available at the base station is 64W. The power spectrum density of
additive white Gaussian noise is −80 dBW/Hz. The overall bandwidth is 1 MHz.
The user locations are assumed to be equally distributed. The traffic behavior
is modeled according to the parameters given in Table 1.

GP Users BE Users

Number of Users First 50% Last 50%
Required BER 10−5 10−3

Required Capacity 1 bps/Hz Not Applicable
Example Voice, Video Internet Data

Table 1. Traffic Profile used in Simulations

Fig. 3. shows an example of capacity comparison between proposed-EQ and
proposed-RA algorithms vs. user index. We notice that GP users adapt to their
data rate requirements (i.e., 1 bps/Hz) after proposed-RA algorithm, while for
the BE users rate distribution is found to be almost same as that of after
proposed-EQ. This is because we use equal power allocation method for BE
users in both proposed-EQ and proposed-RA algorithms.

Fig. 4. compares min-user’s capacity of GP and BE users vs. number of
users. Here, proposed-RA-GP and proposed-EQ-GP represent the GP user’s
performance using proposed-RA and proposed-EQ algorithms respectively, and
similar representation stands true for BE users. We notice that the min-user’s
capacity of GP users remains constant while those of BE users decreases as
the number of users increases. This trend can easily be understood from Fig.
3., as the number of users (K) increases the BE user’s capacity decreases and
hence the min-user’s capacity of BE users. BE user’s capacity performance is
also compared with that of the min-user’s capacity performance of fixed time
division multiple access (TDMA) i.e., a fixed time slot is allotted to each user in
TDMA. We notice that adaptive resource allocation performs better for smaller
number of users than for higher number of users. This is because, as the number
of users increases, more resources (subcarrier and power) are needed to fulfill
the rate requirements of GP users while BE users are left with lesser resources,
and hence we notice the decrease in min-user’s capacity gain over TDMA with
the increase in number of users.
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5 Conclusion

In this paper, we present a two-step efficient subcarrier and power allocation
scheme for dual-service provisioning in OFDMA based WiBro systems. The key
idea of this algorithm is to save computations wherever it is possible. In the
first part we propose a subcarrier assignment scheme so as to provide GP user’s
priority over BE user’s in choosing subcarrier. In the second part we propose a
power allocation scheme, where we allocate power to GP users using waterfilling
solution and BE users according to equal power allocation method. Result shows
that the proposed-RA algorithm works well to provide guaranteed performance
to GP users and maximize the sum capacity for BE users for a given BER. At
the same time we expect a proportional reduction in computational complexity
with the proportional increase in the number of BE users, since proportion of
users supported using equal power allocation method increases.
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Abstract. IEEE 802.11 prohibits an exposed node from transmitting
any packet until the end of its NAV (Network Allocation Vector). Some
trials have been proposed to enable an exposed node, called secondary
sender, to transmit its packets in parallel with a primary sender which re-
served a wireless channel in advance through RTS/CTS exchange. How-
ever, they did not cope with the existence of interference ranges, while
they considered only that of transmission ranges. We therefore propose
our P-MAC (Parallel MAC) protocol to enable an exposed node to de-
termine whether or not it can succeed in transmitting its data without
any collision. Simulation study proves that P-MAC is superior to other
schemes in terms of performance metrics.

1 Introduction

Recently, the interest in MANET (Mobile Ad Hoc Networks) has increased be-
cause of the proliferation of small, inexpensive, portable, and mobile personal
computing devices. MANET is a wireless network where all nomadic nodes are
able to communicate each other through packet relaying service of intermediate
nodes. In particular, the MANET working group in IETF [1] has been trying to
standardize its routing protocols. In addition to the routing protocols, a medium
access control protocol at link layer is needed to enable the data transmission
over a common radio channel which has the collision problem of access to a
shared medium among contending nodes. In general, the carrier sense multiple
access (CSMA) protocols have been used in the packet radio network. However,
since carrier sensing is sensitive to location of nodes in MANET, the well-known
hidden and exposed terminal problems can occur. For the purpose of resolv-
ing the hidden terminal problem, various approaches such as MACA (Multiple
Access with Collision Avoidance) [2] have been developed by introducing the
exchange of RTS (Request-To-Send) and CTS (Clear-To-Send) messages before
actual data transmission. Furthermore, because of the absence of mechanism to
enable a reliable data transmission in MACA, DFWMAC (Distributed Founda-
tion Wireless MAC) protocol used in IEEE 802.11 [3] adds the transmission of
ACK packet to this basic MACA protocol, that is, four-way exchange, RTS-CTS-
DATA-ACK. However, although the RTS/CTS exchange partially addresses the
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Fig. 1. The RTS-CTS-DATA-ACK handshake in IEEE 802.11.

hidden terminal problem, the exposed terminal problem should still be resolved.
As shown in Figure 1, a node needs to sense whether the channel is idle or not
for a DIFS (Distributed Inter-Frame Space) interval before attempting an RTS
transmission and an SIFS (Short Inter-Frame Space) interval before sending an
ACK packet and a CTS packet, respectively. After the idle time of DIFS, the
sender (e.g., node A) transmits an RTS packet and waits for a corresponding
CTS packet from a receiver (e.g., node C), which requires the sender’s neigh-
boring nodes (e.g., node B) to defer their transmission until a DATA packet
transmission is completed 1. When a receiver (e.g., node C) receives the RTS
packet successfully, it sends a CTS packet to the sender after an SIFS inter-
val, which requires the receiver’s neighboring nodes to defer their transmission
through their NAVs. As node E is hidden from node A, this CTS packet is capable
of avoiding a collision at node C. Receiving the CTS message allows the sender
to transmit its DATA packet and awaits an ACK packet for the transmitted
DATA packet. Receiving the ACK packet means the completion of a successful
transmission. According to IEEE 802.11 standard, a large frame is transmitted
using the exchange of RTS-CTS-DATA-ACK. Furthermore, it enables a small
frame to be transmitted with the two-way handshake of DATA-ACK, instead of
the four-way handshake.

Although we depend on the basic handshaking, the existence of interference
range which is distinguished from transmission range makes the MAC proto-
col more complex. The nodes located within an interference range of a sender
cannot decode the data packet successfully because it is simply undecodable.
IEEE 802.11 therefore allows the nodes located within an interference range of
an RTS-sending or a CTS-sending node to simply defer their transmission trials
with their own NAVs set to EIFS(Extended Inter-Frame Space) values. As shown
in Figure 1, suppose that node B needs to send a packet to node D. As node
1 The duration for which neighboring nodes should be silent is set through NAV (Net-

work Allocation Vector) value.
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B is exposed to node A, which forces node B to defer its transmission to node
D, node B waits for a completion of node A’s transmission. However, if ACK
transmissions between node C to node A and node D to node B are synchro-
nized, two transmissions between node A to node C and node B to node D will
be enabled in parallel. Therefore, the increase of concurrent and simultaneous
transmissions can improve the MAC performance.

However, current IEEE 802.11 does not permit any possible parallel transmis-
sions among neighbors in MANET. Several research works therefore attempted
to mitigate the exposed terminal problem by enabling parallel transmissions
[4] [5] [6]. However, there exists no trial to address the problem in the situation
where the interference and transmission ranges coexist. In this paper, we there-
fore propose an efficient P-MAC (Parallel MAC) protocol to allow neighbors to
transmit their packets in parallel in face of the existence of interference range.

The rest of this paper is organized as follows. A brief description of related
works is presented in Section 2. Section 3 describes our proposed P-MAC followed
by performance evaluation in Section 4. Finally, some concluding remarks with
future plans are given in Section 5.

2 Related Works

In MACA-P(Medium Access via Collision Avoidance with Enhanced Paral-
lelism) [4], a control gap (TDATA) is introduced between the RTS/CTS exchange
and the subsequent DATA/ACK exchange of a primary connection, that is, the
first pair of transmissions. During the TDATA, a secondary connection performs
the exchange of its own RTS/CTS, schedules a parallel DATA transmission and
finally synchronizes ACK transmission with the primary connection. However,
the length of this control gap can affect the performance of the protocol as well
as the number of parallel transmissions.

In EMAC(Enhanced MAC) [5], the fragmentation technique for a large MAC
frame is exploited for parallel transmissions. During the exchange of DATA/ACK
packets for the first transmitted fragment of a primary connection, the secondary
pair of transmissions finishes the exchange of its own RTS/CTS and schedules
the DATA/ACK transmission for further fragments synchronized with those of
the first pair. However, the size of a fragment can affect the performance with
the assumption that a MAC frame should be large enough to be fragmented.

MENP(Mitigating the Exposed Node Problem) [6] utilizes the traffic statis-
tics showing that approximately 50 % of all packets on the Internet are small
packets below 100 bytes in size. In particular, as mentioned before, IEEE 802.11
allows the transmission of a small packet to rely on the exchange of DATA/ACK
packets without a prior exchange of RTS/CTS packets. Therefore, during the
transmission of a large DATA, a sender exposed to the first pair of transmis-
sions can start a parallel transmission for a small packet after carrier sensing of
the first pair’s actual DATA transmission if the ACK returning to the exposed
sender is synchronized with the ACK transmitted to the sender of the first pair
(see Figure 2).
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3 P-MAC: Parallel MAC

MACA-P requires several additions to the RTS/CTS frame formats. Prior to
a parallel transmission, a new control frame such as RTS’ is needed to update
TDATA value. EMAC relies on the fragmentation capability with additional con-
trol packets like PRTS and PCTS in order to synchronize the parallel transmis-
sions. For the purpose of minimizing the modification to the basic IEEE 802.11
protocol, the concept of the MENP protocol is therefore exploited in our work.
As mentioned earlier, MENP makes good use of the observation that traffic
statistics reveals that many small packets below 100 bytes in size are transmit-
ted on the Internet. These small packets can potentially be sent in parallel by
the exposed nodes during transmitting a large DATA of a primary connection.

3.1 Recognition of Exposedness

In MENP, for the purpose of performing a parallel transmission, a node should
be able to determine whether the node is a real exposed node to the first pair of
transmissions. According to the IEEE 802.11 standard, node Aover overhearing
an RTS becomes aware of the time when the actual DATA transmission between
a sender and a receiver begins (denoted by RESET NAV), which is a duration
of CTS TIME + 2 * SIFS TIME + 2 * SLOT TIME where the CTS TIME is
calculated from the length of the CTS and the rate at which the previous frame
was received [6]. If the actual DATA transmission is sensed after RESET NAV,
node Aover concludes that it is a real exposed node and schedules its parallel
transmission. Otherwise, node Aover decides that the trial of sender’s transmis-
sion failed and attempts to take an action accordingly, which is beyond the scope
of our work and refer to [7] for the issue. We also exploit this approach as a
mechanism to detect whether or not a node is a real exposed node and we fur-
thermore require an additional sensing period for parallel transmissions, which
is described in Section 3.3 in detail.

3.2 Problem Caused by Existence of Interference Range

It is known that when a node transmits a packet with its transmission power,
two ranges are formed, namely transmission range and interference range. Other
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nodes within a transmission range of a sender are able to receive the packet and
process it. Otherwise, the nodes within an interference range out of a transmis-
sion range of a sender cannot decode the packet successfully and the packet is
recognized as an undecodable signal. Therefore, the existence of an interference
range can fail the MENP protocol’s mechanism as shown in Figure 4 (a). With-
out the interference range, during the transmission of a large DATA from node A
to node B, a small DATA is allowed to be transmitted from node C to node D in
parallel with two synchronized ACKs. However, the interference range produces
a serious collision at node B because node B is located within an interference
range of node C. Therefore, the DATA from node A to node B will be interfered
with the undecodable signal from node C. The transmission of node A can also
interfere the DATA received by node D because node D is located within an
interference range of node A.

3.3 Description of Proposed P-MAC Protocol

In this section, we describe our P-MAC to enable parallel transmission in spite
of the existence of interference ranges. We assume that the transmission ranges
of all nodes are the same and furthermore the interference ranges of all nodes are
the same. It is furthermore assumed that the interference range is 1.6 times of
a transmission range 2. A primary sender and a primary receiver mean a sender
and a receiver of the first pair of transmissions, respectively. If a primary receiver
is located within an interference range of a node exposed to a primary sender,
the exposed node should not transmit its frame although it needs to send a small
DATA, because it can collide with the DATA received by a primary receiver.

The key feature of our P-MAC is how to detect whether or not the exposed
node can make a collision at a primary receiver. Due to the symmetric charac-
teristic of an interference range 3, it is enough that the exposed node determines
whether or not it is located within an interference range of the primary receiver.
Overhearing an RTS, the exposed node expects that the primary receiver will
send its CTS packet SIFS TIME right after receiving the RTS. If an exposed
node is located within a transmission range of a primary receiver, it will succeed
in receiving the CTS. Otherwise, if it is located within an interference range
of a primary receiver (that is, out of the transmission range), it will receive an
undecodable signal. Therefore, the undecodable signal can be utilized to pro-
hibit the exposed node from performing a parallel transmission even though it
needs to send a small DATA. In addition, since it is possible that an exposed
node receives an undecodable signal caused by some trials of transmission from
other nodes in its neighborhood, the exposed node should not try to transmit its
small DATA in parallel because the trial can disturb other transmissions due to
the symmetric characteristic of transmission range or interference range. A brief
diagram for state transition of the operation of a secondary sender is described

2 If the transmission range is 380 meters, its interference range is set to 608 meters.
3 If a node exposed to a primary receiver is within an interference range of the primary

receiver, the primary receiver is also located within that of the exposed node.
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Fig. 3. A brief diagram for state transition of the operation of a secondary
sender.

in Figure 3. Only when an exposed node is not located within an interference
range of a primary receiver and senses the silence of a wireless channel during a
CTS TIME right after receiving the RTS, it can become a secondary sender with
a chance to transmit its small DATA safely without disturbing the transmission
of a primary connection. Therefore, by utilizing an additional period of carrier
sensing as shown in Figure 3, that is, CTS TIME, the silence of the channel
during CTS TIME allows the exposed node to determine that it can transmit
its small DATA in parallel.

In addition, as mentioned in Section 3.1, before transmitting a small DATA,
a secondary sender checks if the actual DATA transmission from the primary
sender begins (REAL EXPOSED timer is used in Figure 3.). If the transmission
begins, it means that it is a real exposed node and schedules its parallel trans-
mission for small packets. Otherwise, the secondary sender decides that the trial
of sender’s transmission failed and attempts to take an action accordingly, which
is beyond the scope of our work and refer to [7] for the issue.

Besides, a primary sender can be located within an interference range of a
secondary receiver when the secondary receiver returns its ACK to the secondary
sender. Therefore, although two ACKs of a primary receiver to a primary sender
and a secondary receiver to a secondary sender are synchronized, a collision at the
primary sender can occur. For the purpose of avoiding the collision at a primary
sender for the returned ACKs, our P-MAC requires that the returned ACK from
a secondary receiver to secondary sender should be transmitted before the end of
the DATA transmission for the primary connection. Particularly, since there exist
many nodes exposed to a primary sender which want to perform their parallel
transmissions for their small DATA packets and the collisions at the secondary
senders can occur due to their ACKs, the times when the ACK frames from
secondary receivers are transmitted are randomly selected before the end of the
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DATA transmission of a primary sender in order to minimize such collisions as
shown in Figure 4 (c).

Figure 4 (a) shows a case where node C exposed to a primary sender, node
A, can not become a secondary sender to transmit its small DATA in parallel
because it can produce a collision at a primary receiver, node B. However, when
Figure 4 (a) is applied to the MENP protocol, node C will transmit its small
packets indiscriminately, which results in performance degradation. In Figure 4
(b), our P-MAC allows node C to perform its parallel transmission because node
B is not within an interference range of node C. Figure 4 (c) shows an example
for which the exposed node, node C, performs its carrier-sensing activity.

4 Performance Evaluation

We evaluated our P-MAC protocol using our event-driven simulator, which op-
erates IEEE 802.11 DCF (Distributed Coordination Function) [3]. The MAC
parameters such as Inter Frame Spaces and the length of RTS and CTS were
set according to IEEE 802.11 standard. We compared our P-MAC with the ba-
sic IEEE 802.11 and MENP in terms of performance metrics. The transmission
range and interference range were set to 380 and 608 meters, respectively. Each
simulation ran 200 seconds and we plotted graphs using average values of 10
runs.
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Fig. 5. Throughput comparison according to the number of nodes for a ring
topology.

First, we investigated the average throughput for a dual ring topology con-
sisting of outer and inner rings. We assumed that the nodes on an inner-ring send
their DATA packets to the nodes on an outer-ring. Some nodes on an inner ring
were selected as primary senders which transmit their packets of 1024 bytes in
size and we selected the others as the nodes which want to transmit their packets
of 512 bytes in size. We observed the average throughput by varying the number
of nodes on the rings. For all schemes, a large number of nodes in the rings
increase the collision due to high contention to a shared wireless channel , which
results in the degradation of throughput as shown in Figure 5. In IEEE 802.11,
any parallel transmission is not enabled due to its well-known, NAV-based ex-
posed terminal problem. Although MENP allows some secondary senders to
transmit their packets in parallel with transmissions of primary senders, it does
not cope with the existence of interference ranges. Therefore, an indiscriminate
initiation of a transmission of an exposed node disturbs the primary transmission
if the primary receiver is located within an interference range of the secondary
sender. However, our P-MAC protocol permits the secondary sender to perform
its parallel transmission only if its transmission is independent of the primary
transmission, that is, only when the secondary node recognizes that it is a really
exposed node and out of interference range of the primary receiver through the
additional sensing technique mentioned in Section 3.3, which results in better
performance than the others.

Second, we measured the performance using a random topology with 70
nodes which are randomly located in the area of 1000 m x 1000 m. We used
the same simulation parameters as in the ring topology. In this simulation, we
performed throughput comparison of three protocols according to the number
of connections among nodes. A connection is defined as a pair of sender and
receiver in one-hop wireless link which is randomly selected for each packet
transmission. A large number of connections among nodes cause high contention
and many collisions to the wireless media among the connections, which produces
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Fig. 6. Throughput comparison according to the number of connections for a
random topology.

lower throughput than a small number of connections (see Figure 6). Due to
the same reason mentioned in the previous simulation, P-MAC shows the best
performance of throughput.
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Fig. 7. PSuccess comparison according to the number of primary connections for
a random topology.

Finally, we investigated the probability, PSuccess according to the number
of primary connections (see Figure 7). PSuccess is defined as a probability that
a node exposed to a primary sender can succeed in transmitting its packet to
its receiver in parallel without producing any collision at a primary receiver.
In IEEE 802.11, all nodes exposed to a primary sender cannot be assigned any
chance to transmit its data until the end of a primary connection. Therefore,
in all cases, the PSuccess are all zeros. In MENP, all exposed nodes are trying
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to transmit their packets while ignoring the fact that their interference ranges
can disturb the on-going transmission of a primary connection. However, our
P-MAC protocol differentiates between a case where the interference range of
an exposed node does make a collision at a primary receiver and a case where
it does not. PSuccess is therefore higher than any other scheme. Note that a
large number of primary connections decrease the probability, PSuccess because
a parallel transmission of an exposed node can disturb more primary connections.

5 Conclusions

IEEE 802.11 applied to MANET prohibits an exposed node from transmitting
any packet until the end of its NAV value. Some trials like MACA-P, EMAC and
MENP have been proposed to enable an exposed node, called secondary sender,
to transmit its packets in parallel with a primary sender which reserved a wireless
channel in advance through RTS/CTS exchange. All those protocols however did
not cope with the existence of interference ranges which could disturb primary
connections in the network. In particular, we exploited a concept of MENP to
minimize the modification to IEEE 802.11 standard while providing a mechanism
to perform the parallel transmissions of primary and secondary senders. MENP
allows an indiscriminate initiation of a transmission of a secondary connection
without considering that it can disturb a primary transmission when the primary
receiver is located within an interference range of the secondary sender. Our P-
MAC protocol therefore enables the secondary sender to perform its parallel
transmission after determining that its transmission is independent of a primary
transmission, that is, only when the secondary node recognizes that it is a really
exposed node and out of interference range of the primary receiver through an
additional sensing technique, which results in better performance than MENP
and the basic IEEE 802.11. In this paper, however, we did not consider nodes’
mobility, which is considered as our future work.
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Abstract. Recently, it has become possible to collect large amounts of
trajectory data of moving objects by using sensor networks. To manage
such trajectory data, we have developed a distributed trajectory database
composed of a server and many sensor nodes deployed over wide areas.
The server manages the trajectory data of each moving object by using
indices. However, since each sensor node cannot send trajectory data
to the server all the time, the server does not always manage indices
for the current trajectory data. In other words, the server is delayed in
answering queries for current data because it has to forward each query
to the sensor nodes to answer them. This is defined as a delay problem.
To avoid this problem, we propose a pattern-based predictive indexing
method for the database to answer queries in real time. This method uses
past motion patterns of moving objects to predict the future locations
of moving objects. In this paper, we describe the method and evaluate
it with practical trajectory data. We conclude that the technique can
predict the future locations of moving objects well enough in real time
and show optimal parameters for prediction.

1 Introduction

In recent years, various types of applications using the trajectory data of moving
objects have been developed [1] [2] and have attracted attention because they
allow us to obtain high accurate trajectories using positioning devices on sen-
sor networks. Applications include forecasting traffic congestion, management
of taxis and trucks, automatic switching of point-of-purchase advertisements,
and so on. These systems must deal efficiently with a large amount of trajectory
data (see Fig. 1). However, since the amount of trajectory data has been growing
rapidly year by year and such data are managed over wide areas, it is difficult
to manage all it in a single database [3].

Therefore, we have developed a distributed trajectory database (DTDB) that
stores trajectory data in distributed environments as sensor networks. DTDB
consists of a server and many sensor nodes connected to that server. Each sensor
node has a positioning device and a database that stores the obtained position
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data. Nodes do not send all of the trajectory data to the server but only the
data necessary for the server to generate indices. Using the indices, the server can
answer a window query to find the objects intersecting a query window during
a past time interval, even though the server does not store all of the obtained
trajectory data.

However, there is a problem associated with distributing data. Since each
sensor node does not send the trajectory data to the server in real time, the
server may have to wait for the data from the sensors to generate indices, which
are used to answer window queries. Therefore, the server may answer the queries
late. We call this the delay problem. To avoid this problem, the server must
predict future trajectory data and generate predictive indices corresponding to
future trajectory data. Using predictive indices, the server can answer a future
window query to find objects intersecting a query window not only during past
time but future time.

We propose a pattern-based predictive indexing method for the future posi-
tion of moving objects. In this paper, we describe a method that uses the past
motion patterns of moving objects extracted from past trajectories. Moreover,
we develop a DTDB prototype to evaluate our proposed method with practical
trajectory data on rickshaws in Nara, Japan. In this evaluation, we investigate
the effects of variations in the length of trajectory data for prediction, the data
granularity, and the transmission interval of sensor nodes on the prediction.

The rest of the paper is organized as follows. In Section 2, we describe DTDB
and the delay problem in detail. Section 3 describes our proposed method. In Sec-
tion 4, we evaluate our method with comprehensive experiments using trajectory
data from rickshaws. Section 5 introduces related work and explains differences
from our method. Finally, Section 6 concludes the paper with a discussion of
future work.

y

x

(a) x-y plane (b) x-y-t space

Fig. 1. Sample trajectory data of a rickshaw
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Fig. 2. Distributed trajectory database

2 Distributed Trajectory Database

2.1 Overview

We define trajectory data as the sequence of both the position and the time of
a moving object. Fig. 1(a) shows the trajectory of a rickshaw moving around
Nara. In Fig. 1(b), the same trajectory is projected in x-y-t space.

We consider a trajectory database that comprises both a server database
and many positioning devices embedded within a moving object [4]. When each
positioning device obtains the location of an object, it sends the data to the
server. In other words, the server collects all the trajectory data of all objects
to answer a window query [5]. Thus, the database is a system that is effective
enough to answer queries for moving objects in real time.

However, since sensors are becoming cheaper and smaller and sensor networks
are growing, in the future it will become more difficult to manage all trajectory
data at a single location. Therefore, we have developed a distributed trajectory
database, a distributed version of a trajectory database.

DTDB comprises a server and many sensor nodes connected to the server.
Each sensor node has both a positioning device and a database. The former
is embedded within a moving object and stores obtained trajectory data in its
embedded database. Fig. 2(a) illustrates the process by which the server database
generates indices to the data stored at the embedded databases. In the example,
there are three sensor nodes: A, B, and C. Each node obtains the position of a
moving object and stores in its database at each time interval and calculates the
maximum area within which an object moves at regular interval τ . Moreover,
each sensor node sends area  to the server at interval τ . On the other hand,
the server database generates indices from received area  . Each index at t = τ
indicates the area to which the object moved within 0 ≤ t ≤ τ . In Fig. 2(a), RA,
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Fig. 3. Producing predictive indices

RB, and RC are the areas within which objects A, B, and C respectively move
0 ≤ t ≤ τ .

Next, we illustrate the process by which the server database retrieves the
data indicated by a given query window. A query is also given as area RQ in
Fig. 2(b). When the server receives a query, it verifies whether RQ overlaps the
areas stored in the server database. If RA and RB overlap with RQ, the server
forwards RQ to sensor nodes A and B. When the sensor nodes receive a query,
they process it in their embedded databases. Finally, each sensor node receiving
a query replies with the results of the query to the server. In this case, the result
of RQ is B. In this process, the server can efficiently retrieve any object by using
indices.

2.2 Delay Problem and Approach

In this section, we describe the delay problem that occurs in DTDB. Before
describing it, we state two assumptions.

– The server receives data and generates indices to the data ((n−1)τ ≤ t ≤ nτ)
at t = nτ (n ∈ N), where N is the set of all natural numbers.

– The server manages the indices to the data (0 ≤ t ≤ nτ) at t = nτ .

Therefore, at t = nτ + j, where j ∈ N and j < τ , the server can search for
the data at t ≤ nτ . If the server searches for the data at t = nτ + j, it has to
wait until t = (n+1)τ , when indices corresponding to the data at t = nτ + j are
generated. As a result, a delay of τ − j occurs. We call this the delay problem in
DTDB.

To avoid this problem, we introduce a method that predicts data from nτ+1
to (n+1)τ−1, using already received data. By applying this prediction technique,
the server produces predictive indices to answer queries for data that have not
been received yet.

We show the process by which the server produces predictive indices in Fig.
3. In this example, sensor nodes A, B, and C obtain their position at every time



A Pattern-Based Predictive Indexing Method 749

Table 1. Definition of symbols

Xt position of X at t (Xt = (x, y))

SX CID sequence of X in ascending time

SX(n) n th CID of SX

|SX | element number of SX

L element number of CID sequence for prediction

interval, and each node stores trajectory data in their embedded databases. They
also send trajectory data to the server at every regular interval τ . At t = nτ ,
the server generates indices corresponding to the data (nτ < t ≤ (n+1)τ) using
the past trajectory data at the time when the server received the trajectory
data. Suppose that now t = τ ; the three circles R′

A, R′
B, and R′

C are the areas
within which each object will move τ < t ≤ 2τ . The server database uses these
predictive indices to answer a query for τ < t ≤ 2τ .

To produce a predictive index, the server must predict the positions at which
an object will be in the future. We describe the proposed prediction technique
to calculate the future positions of moving objects in Section 3 and evaluate the
technique in Section 4.

3 Pattern-Based Predictive Indexing Method

In this section, we describe our pattern-based predictive indexing method, which
assumes that an object tends to move along the trajectories of other moving
objects. Based on this assumption, the positions of objects can be predicted by
using motion patterns extracted from the trajectories of other moving objects.

In the following we explain the process for extracting motion patterns from
trajectories. First, the server divides the entire area into a grid with several
small cells; each cell has a cell identification label (CID). After receiving the
trajectory data from sensors, the server records the CID at the point where each
object enters. The server manages the CID sequences as the motion patterns
of moving objects. We define the notation to describe how our method predicts
future locations of moving objects in Table 1.

For predicting the future positions of moving object X, the server compares
the last several CID sequences of X with all stored past CID sequences of all
objects. The server obtains the CID subsequence most similar to the sequence
of X by comparing CID sequences of every object with SX . As a result, the
server uses the next CID of the obtained CID subsequence as a cell to which X
will move in the future. In Fig. 4, we show an algorithm that predicts the most
probable cell to which an object will move in the future.

Fig. 5 shows an example of the prediction technique. In Fig. 5(a), object
X moves around a grid divided into 9 cells. The small circles show the po-
sitions of object X at t = cn, c, n ∈ N, and c const. The numbers from 00
to 22 indicate CIDs. The server manages the CID sequence of X as SX =
〈00, 10, 20, 21, 22, 12, 02, 01〉. In Fig. 5(b), there are two positions of X: at t =
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Fig. 5. Example of indexing moving objects

c(i − 1) and t = ci (i ∈ N). Suppose that t = ci, then the CID sequence to be
compared is Sq = 〈21, 22〉 if L = 2. The server calculates that X will move to
the area of CID(SX(6) = 12) at t = c(i+ 1) by using that algorithm (Fig. 4).
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Table 2. Defenitions of evaluation symbols

Pinter transmission interval (second)

Plen length of a CID sequence for prediction

Pgrid number of cells in the grid

Ω amount of trajectory data (byte)

ω amount of predictable trajectory data (byte)

Pacc predictive accuracy (= ω/Ω)

4 Performance Study

In this section, we describe experiments conducted to evaluate the performance
of our proposed method for a DTDB, using a DTDB prototype system.

4.1 Settings

The system comprises of many embedded databases equipped with GPS and a
server database. Each sensor obtains its position at any time and manages the
data in its own embedded database. Every embedded database sends data to
the server database at regular intervals. The server database generates indices
corresponding to the data stored at embedded databases using the received data.
It can also deal with future window queries from users using the indices. First,
the server database identifies the embedded database managing the data that
will be used for the query results. Second, the server forwards the query to
all identified sensors. After receiving the query, the sensors process it in their
database and send the results to the server. Consequently, query results can be
answered.

In this evaluation we use the trajectory data from 10 rickshaws during 4 days
in the city of Nara, Japan. Each trajectory data has 20,000 position data values
at 20,000 seconds. The notation used for the evaluation is shown in Table 2. The
system targeted in this paper is assumed to be an application operating with
sensor networks composed of many battery-powered sensors. Therefore, sensors
must reduce the number of transmissions and the amount of transmitted data.
It is important to predict as much data as possible in the most effective manner.
Therefore, it is desirable to obtain high predictive accuracy at large transmission
intervals, using only a little information for prediction and grids that are divided
into as many cells as possible. Consequently, we compare Pacc by varying Pinter ,
Plen, and Pgrid.

4.2 Results

We show simulation results in Fig. 6 by plotting average values taken from
four days of simulations in each scenario. Fig. 6(a) shows Pacc for Pinter under
three different Plen (Pgrid is kept constant at 30× 30). The figure indicates that
Pacc generally tends to increase while Pinter decreases. Moreover, Pacc tends to



752 Keisuke Katsuda, Yutaka Yanagisawa, and Tetsuji Satoh

0

0.2

0.4

0.6

0.8

1

0 100 200 300

Transmission interval  (seconds)

P
re

di
ct

iv
e 

ac
cu

ra
cy

Plen=20 30 50

(a) Pacc vs Pinter

0

20

40

60

80

0 100 200 300 400

Optimal interval (seconds)

O
pt

im
al

 le
ng

th

(b) Optimal length vs optimal inter-
val

0

0.2

0.4

0.6

0.8

1

0 400 800 1200 1600

Cell number of a grid

P
re

di
ct

iv
e 

ac
cu

ra
cy

(interval,length)=(200,20) (80,30) (50,40)

(c) Pacc vs Pgrid

Fig. 6. Experiment results

increase with Plen for Pinter < 200. On the contrary, Pacc does not increase
even if Plen increases where Pinter > 200. These results suggest that there is
a limit at which Pacc does not increase any more, regardless of increases of
Plen in each Pinter . For example, when Pinter = 200, the limit is Pacc = 0.55,
and the minimum length of CID sequences for prediction is Plen = 20. We call
Pinter , Plen at such a limit point optimal interval and optimal length, as shown
in Fig. 6(b), the optimal length decreases exponentially with increasing optimal
intervals. Thus, changes of the optimal length are large for small optimal interval
(< 50) and small for large optimal intervals (> 200).

Moreover, we experimentally evaluate the effects of Pgrid on Pacc. Fig. 6(c)
shows Pacc for Pgrid under three different groups of optimal intervals and lengths:
(200,20), (80,30), (50,40). If the server divides the grid into many cells, the areas
of each cell are small, confining the predictive area to a small area. Fig. 6(c)
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indicates that Pacc decreases at most by 20% if Pgrid increases to Pgrid = 1, 600.
Therefore, we can increase the number of cells to a large number in the system
without requiring high predictive accuracy.

Consequently, we can obtain an effective system by using these results. For
example, where Pinter = 50, Plen = 40, and Pgrid = 1, 600, our proposed method
can obtain about 70% predictive accuracy, and the predictive area is confined to
1/1, 600 of the entire area.

5 Related Work

In this section, we give an overview of related work and show the advantages of
our method by comparing it with other approaches. Many publications related to
our proposed method have attempted to retrieve moving objects from a database
system.

Modern database applications dealing with moving objects are usually man-
aged by a spatial-temporal database management system (STDBMS). Recently,
STDBMS research has attracted a great deal of attention [5] [6] [7] [8] [9] [10]
[11] [12] [13]. In STDBMS, the location of a moving object is represented as a
function of time, and the database stores such function parameters as velocity
and location. The system is updated only when an object changes any of its
moving parameters. To manage the locations of moving objects, many indexing
methods have been proposed [8] [10] [11] [12] [13]. However, in STDBMS the
sensor nodes must send parameters to the server whenever they change. Since
such moving objects as people and cars rarely go straight for a long while, sen-
sor nodes have to send parameters to the server frequently. On the contrary, in
our database (DTDB), sensor nodes must send trajectory data to the server at
constant intervals, however they need not send so frequently.

Also, several papers describe predictive indexing methods [10] [11] [12] [13]
that process future queries in moving object or trajectory databases. These in-
dexing methods predict the future locations of moving objects using only po-
sitions or velocities of objects. Therefore, these methods cannot predict the lo-
cations of moving objects that continually turn. However, since our indexing
method predicts the future locations of moving objects using the past trajectory
patterns of moving objects, our method can also predict the locations of moving
objects that continually turn.

6 Conclusion

In this paper, we proposed a pattern-based predictive indexing method for
DTDB and evaluated it by using a prototype DTDB system. As a result of
the experiments, we obtained optimal values of both transmission intervals of
sensor nodes and the length of trajectory data for prediction.

We have every confidence that our proposed method will locate moving ob-
jects well in real time. Currently, we are planning to incorporate trajectory data
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from such additional objects as cars and pedestrians. We are also investigating
other predictive indexing methods using destination and purpose of moving.
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Abstract. Mobile IP(MIP) and SIP have been proposed to support mo-
bility in the wireless internet working at different layers of the protocol
stack. However MIP has some problems such as triangle routing, the
need of each host’s home address, the overhead of tunneling and the lack
of wide deployment. Thus we proposed a scheme for supporting mobility
based on SIP in this research. A novel SIP system to provide a hierar-
chical registration has been designed according to this scheme. Our SIP
system has been established by implementing JAIN technologies which
follow next generation network standards to support the mobility of wire-
less terminal. This system successfully satisfied ITU-T recommandation.

1 Introduction

In general, mobility management in the wireless environments may involve ter-
minal, personal, session, and service mobility. MIP is basically a network layer
solution that provides continuous media support when users move around, deal-
ing with the terminal mobility problems. However, MIP by itself dose not provide
device independent personal, session and service mobility. What is worse, MIP
suffers from several limitations such as triangle routing, the need of each host’s
home address, and the overhead of tunneling. So MIP is not suitable for delay
sensitive real-time applications. To solve these limitations, MIP derivatives such
as MIP-RO(MIP with Route Optimization) and MIPv6 have been suggested but
these solutions still have problems such as overhead of tunneling and additional
option field, and the lack of wide deployment [1] [2].

SIP is an application layer signaling protocol which is used for establishing
and tearing down multimedia sessions. It has been standardized by IETF for in-
ternet telephone calls. Components in SIP are user agent(UA), proxy server, and
redirect server. Because these SIP components are similar to MIP components
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such as Home Agent(HA) and Foreign Agent(FA), SIP can support terminal
mobility. In addition to terminal mobility, SIP also supports other mobility con-
cepts(personal, session, service) and could compensate for the current lack of
wide deployment of MIP. What is more, SIP is widely accepted as the proto-
col which can support multimedia service and call setup for next generation
network [3] [4].

In this paper, we classified and defined mobility in wireless environments
and suggested the detail idea for each mobility case. To support effective ter-
minal mobility, we introduced a hierarchical mobility management scheme. We
designed JAIN SIP mobility management system(JSMAN) that supports this
suggested idea for each mobility case and the hierarchical mobility management
scheme. The JSMAN is composed of UAs and servers and adopts JAIN tech-
nologies which follow the standards of next generation network to support the
mobility of wireless terminal.

This paper is structured as follows. Section 2 describes categories of mobility,
the proposed scheme for supporting mobility, and JAIN SIP. Section 3 discusses
the solution for supporting mobility and designs components of the proposed
JSMAN. Section 4 presents the implementation of JSMAN and the experimental
results. Finally in section 5 we conclude the paper.

2 Related Work

2.1 Mobility

– Personal Mobility : Personal mobility allows same logical address to a user
located at different terminals. The user can use terminals either at the same
time or alternate between them. In MIP case, it is difficult to support per-
sonal mobility because MIP uses home address for user identification. How-
ever SIP can easily support personal mobility because it uses sip-url such as
an e-mail address to identify each user.

– Session Mobility : Session mobility allows a user to maintain a media session
even while changing his terminals. In SIP case, there are two ways to support
session mobility, one way is third-party call control(3PCC) and the other is
the REFER mechanism [5] [6].

– Service Mobility : Service mobility allows a user to maintain access to their
services even while moving or changing devices and network service providers.

– Terminal Mobility : Terminal mobility refers to an end user’s ability to use
users own terminal regardless location and the ability of the network to
maintain the user’s ongoing communication as the user moves across sub-
nets. This mobility can be defined either in the same administrative(micro
mobility) or in different administrative(macro mobility) domains.

In micro mobility, it is important to reduce the high handoff latency by
handling mobility within micro mobility regions with low latency local signaling.
To deal with this problem, Hierarchical mobility management schemes have been
proposed. Schemes are as followings.
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– MIP-RR(MIP Regional Registration) : MIP-RR involves the fewest modifi-
cations to MIP. In a foreign network, the two-level mobility hierarchy con-
tains the upper layer GFA(Gateway Foreign Agent) and several lower layer
RFAs(Regional Foreign Agent) [7].

– TeleMIP : TeleMIP uses MIP as macro mobility and uses IDMP(Inter Do-
main Mobility Management Protocol) as micro mobility. IDMP offers intra
domain mobility by multiple COAs that are taken care of subnet agents and
the mobility agent at the subnet and domain level respectively [8].

– HMIPv6(Hierarchical Mobile IPv6 mobility management) : HMIPv6 uses
MAP(Mobility Anchor Point) as a subnet agent in IPv6 networks [9].

– HMSIP(Hierarchical Mobile SIP) : HMSIP uses SIP based hierarchical reg-
istration and mobility agent for micro mobility supports [10].

2.2 JAIN SIP

JAIN is a standard technology for next generation networks. JAIN APIs en-
able the rapid development of next generation communication products and
services [11]. JAIN SIP is a set of JAIN API and it was produced by JCP(Java
Community ProcessSM). JAIN SIP’s objective is to provide standard SIP inter-
faces. Fig. 1 shows the JAIN SIP architecture and the execution process.

Fig. 1. JAIN SIP Architecture

– JAIN SIP Provider : JAIN SIP Provider is defined as the entity that provides
an application access to the services of the SIP stack.

– JAIN SIP Events : SIP messages are encapsulated as message objects that
are passed between the JAIN SIP Provider and the JAIN SIP Listener.

– JAIN SIP Listener : Within the API, the JAIN SIP Listener is defined as
the entity that uses the services provided by the JAIN SIP Provider.
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3 Design JSMAN

Fig. 2 shows the hierarchical architecture of JSMAN network. The network is
composed of domain sets and each domain has sub-domain networks. JSMAN
servers are deployed in this network and execute a mobility management proce-
dure. JSMAN UA on an end terminal is attached to JSMAN server by wired link
or by wireless link via an AP(access point). JSMAN uses the hierarchical mobile
management scheme for terminal mobility. Therefore, JSMAN could reduce the
handoff latency [2] [10].

Fig. 2. Overall System Architecture

3.1 Mobility Support

Terminal Mobility : JSMAN UA does periodically OS(Operating System)
polling. If IP address changes, JSMAN UA recognizes handoff occurrence. JS-
MAN UA sends Re-INVITE message to CH(Correspondent Host) and then sends
REGISTER message to JSMAN Server. Fig. 3 shows a UML(Unified Modeling
Language) sequence diagram for terminal mobility.

Service Mobility User’s services information should be stored in XML docu-
ments to support appropriate user’s service lists. So the Contact header field of
message should be adjusted to include user’s service information and this infor-
mation should be included in the Contact header field of REGISTER message.

Personal Mobility : To support personal mobility, JSMAN Server should know
information of user’s devices. To accomplish a personal mobility, SIP INVITE
message is sent to user’s all the devices using a same SIP logical address(sip-
url such as an e-mail address to identify each user) and user can receive a call
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Fig. 3. Sequence Diagram for Terminal Mobility

regardless of his location and using devices. Thus a user can select his device
which he wants. Fig. 4 shows a UML sequence diagram for personal mobility.

Fig. 4. Sequence Diagram for Personal Mobility

Session Mobility : We designed JSMAN to support session mobility by using
3PCC method. 3PCC can create and manipulate calls between different partic-
ipants. Fig. 5 shows a UML sequence diagram for session mobility.

3.2 JSMAN Server

JSMAN Server operates on JVM and is designed and implemented with JAIN
SIP API. JSMAN Server can support user’s location, registration and presence
information, etc. And it has an ability to support mobility regardless of loca-
tions and devices. Fig. 6 shows overall architecture of JSMAN Server. Below, we
describe the operations of major components.
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Fig. 5. Sequence Diagram for Session Mobility

– Redirect & Registrar : Redirect module extracts user’s information from
User & Service Repository, provides user’s current location and operates as
a redirect server. Registrar module, which registers user to JSMAN server,
consists of RegistrarAccess class and RegistrarTable class. It extracts user’s
information from registered user lists in XML document form and then com-
poses registered user table based on the information.

– Service Manager : After receiving JSMAN UA’s REGISTER message, Ser-
vice Manager returns the information of user’s reachable lists from service
repository.

– 3PCC Controller : It supports 3PCC which is explained in the 3.1. If user
wants to change his device, user’s JSMAN UA sends ALARM message to
JSMAN server. Then 3PCC controller of JSMAN server sends Re-INVITE
message to another participant. When the server receives the 200 OK mes-
sage, 3PCC controller of server sends INVITE message to CH and a new
session is created between participants.

– Personal Manager : Personal Mobility is to send INVITE message to user’s
all the devices using a same SIP logical address and so the user can receive
the call regardless of locations and devices. In the personal mobility, if JS-
MAN UA on a terminal sends INVITE message to JSMAN server, location
module of JSMAN server extracts user’s information such as device lists
and presence status from user & service repository. Then personal manager
sends INVITE messages to all the reachable users according to this extracted
presence information.

– User & Service Repository : User & Service Repository is a repository to
store user information and their device information.

3.3 JSMAN User Agent(UA)

JSMAN user agent which is designed to support instant messaging and voice call
is implemented using JAIN SIP API. The architecture of user agent designed in
this paper is shown in Fig. 7.

– Listening Point : Listening point receives and sends SIP Messages from/to
lower network stacks.
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Fig. 6. Architecture of JSMAN Server

– Handoff Polling : Handoff Polling module polls operating system to know
changes of UA’s IP address. In the SIP, polling mechanism is used to support
terminal mobility. If IP address is changed, JSMAN UA knows that user
has moved into new region, this module sends Re-INVITE message to CH
and sends REGISTER message to JSMAN server. As soon as CH receives
this Re-INVITE message, it sends ACK message to MH and so the sessions
between users are kept without losing connection.

– Session Mobility : Session Mobility module sends ALARM messages about
session mobility to the 3PCC controller of JSMAN server. And 3PCC con-
troller which receives these messages controls session movement.

– Session Manager : JSMAN UA maintains media stream session between users
using Session Manager. This module provides creating and deleting opera-
tions of session between users and it adds or removes the sessions to/from
SessionList. And if user’s session is terminated, Session Manager deletes the
user’s session list.

– Session : Session which includes instant messaging or voice call is created by
user’s request and these created sessions are maintained by Session Manager.

Fig. 7. Architecture of JSMAN User Agent
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4 Implementation

The JSMAN system in this paper is implemented on Windows 2000 server and
the information needed for sever and client is stored in XML documents. JAIN
SIP API is used to implement JSMAN system and other implementation envi-
ronments are as followings.

– J2SE 2 SDK 1.4.1, ANT 1.5, JMF 2.1 (Java Media Framework)
– JAIN SIP API 1.2
– Window 2000 Server, CPU Intel Pentium-4 2.0GHz, RAM 512MB

Fig. 8. Handoff(Terminal Mobility)

4.1 Mobility Execution Results

Terminal mobility is demonstrated in Fig. 8. While JSMAN UA polls operat-
ing system whether IP of UA changes, if IP address is changed, JSMAN UA
knows handoff occurrence and shows handoff alarm messages. As we can see in
the fig.9(a), a user using sip:bhkim@cs.kw.ac.kr registered three devices, those
are bhkim notebook, bhkim desktop and bhkim cellphone and current status
of each device is ”online”, ”busy” and ”offline”, so it is not necessary to send
INVITE message to bhkim cellphone of which status is offline. JSMAN UA on
bhkim notebook accepted the INVITE message from jelee@cs.kw.ac.kr and then
bhkim notebook is connected to jelee@cs.kw.ac.kr. Accordingly, jelee desktop
stops ringing. If user (bhkim@cs.kw.ac.kr) wants to change device during con-
nections, JSMAN UA on bhkim notebook sends ALARM message to JSMAN
Server. And JSMAN Server sends Re-INVITE message to jelee notebook. JS-
MAN Server received 200 OK message from jelee notebook then this server sends
INVITE message to bhkim desktop. Thus a new session between bhkim desktop
and jelee notebook is connected. Fig. 10 shows 3PCC controller execution.
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Fig. 9. Handoff(Personal Mobility)

Fig. 10. 3PCC Execution (Session Mobility)

4.2 Performance Evaluation

The diagram in the fig. 11 shows various delay time during call setup. Connection
delay time means the delay from INVITE message of user A to 180 Ringing
message of user B. Response signal delay time means the delay in which the
receiver(user B) holds up the phone and sends 200 OK message to UA and
receives ACK message. Call termination delay means the delay in which user A
send BYE message to user B and receive 200 OK message from user B.

In this paper, the performance test for JSMAN is done on delay time. We
assumed that users walked with normal speed and the number of users who are
connected to JSMAN server is not more than 1000. And performance test was
conducted on two situations(no-handoff and handoff). The performance result
in the fig. 12 shows the delays of JSMAN system for voice call. This result is
satisfied with E.721 recommendation of ITU-T [12] [13].
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Fig. 11. Call Setup and Termination Delay Time

5 Conclusion

In this paper, we described the categories of mobility in wireless environments
and compared MIP with SIP. Also, we proposed and implemented the JSMAN
to supports the suggested idea for each mobility case and the hierarchical mo-
bility management scheme. The JSMAN could take advantage of existing SIP
infrastructure and support all kinds of mobility in the current networks which
have insufficient deployment of MIP. The JSMAN satisfies the next generation
network because JAIN technologies which follow the standard of next generation
network is implemented. To show the effectiveness of our JSMAN, the system
was tested to demonstrate the suitability for E.721 recommendation of ITU-T.
To support TCP traffics and more effective micro mobility, future works will
be to re-design and implement our JSMAN which will harmonically operates in
FMIPv6 and HMIPv6 environments.

Fig. 12. Performance Result
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Abstract. The Web is rapidly increasing its reach beyond the desktop
to various devices and the transcoding proxy is appeared to support web
services efficiently. Recently, the cooperative transcoding proxy archi-
tecture is proposed to improve the system performance to cope with the
scalability problem of a stand-alone transcoding proxy. However, because
of the multiple versions, the communication protocol of the cooperative
caches is very complex and causes additional delay to find best version
for a requested object.

In this paper, we propose efficient cooperative transcoding proxy archi-
tecture which uses the content-aware caching. The main purpose of the
proposed system is simplifying the communication protocol of cooper-
ative caches. We associates a home proxy for each URL and the home
proxy is responsible for transcoding and maintaining multiple version of
an URL. This mechanism reduces the amount of messages exchanged and
communication latency involved. To prevent the hot-spot problem, each
proxy cache has the private cache which stores the recently requested
objects. We examine the performance of the proposed system by using
trace based simulation with Simjava and show the effective enhancement
of the cooerative transcoding proxy system.

1 Introduction

In recent years, the technologies of the network and the computer have developed
enormously and the diverse devices such as PDAs, mobile phones, TVs and etc
which are connected to the network with various ways such as wired or wireless
interfaces. These diverse devices have been able to use the web contents, but
some clients can not use the web contents directly because their capabilities dif-
fer from those of the web content provider’s expectation. For these clients, the
content adaptation, called the transcoding, is needed. This transcoding trans-
forms the size, quality, presentation style, and etc of the web resources to meet
the capabilities of the clients. The main features of the transcoding can be sum-
marized with two. First is that multiple versions exist for the same web content

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 766–775, 2005.
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due to the diverse client demand. Second is that the transcoding is a very compu-
tational task. These two features of the transcoding bring many issues to design
a transcoding system.

The existing approaches of the transcoding system can be classified into
three categories broadly, depending on the entity that performs the transcod-
ing process: client-based, server-based, and intermediary-based approaches. In
the client-based approaches, the transcoding is performed in client devices and
the transcoder has direct access to the capabilities of the various devices. How-
ever, these approaches are extremely expensive due to the limited connection
bandwidth and computing power of clients. Conversely, in the server-based ap-
proaches, the content server transforms objects into multiple versions on online
or offline. These approaches preserve the original semantic of the content and
reduce the transcoding latency during the time between the client request and
the server response. However, keeping the multiple versions of an object wastes
too much storage and the content providers actually can not provide all kind of
versions of contents for the diverse clients. In the intermediary-based approaches,
edge servers or proxy servers can transform the requested object into a proper
version for the capability of the client before it sends the object to the client.
These approaches need additional infrastructures in the network and the addi-
tional information (e.g., client capability information, semantic information of
contents). Although these additional needs exist, this intermediary-based ap-
proaches address the problems of the client-based and server-based approaches
and many researches have been emerged.

Although the intermediary-based approaches are considered most appropri-
ate due to their flexibility and customizability, they have some system issues to
be addressed. Because the costly transcoding has to be performed on demand
in proxy servers, the scalability problem arises. To address the scalability prob-
lem and improve the system performance, researchers have proposed caching
the transcoding results. Because of the cached results, we can reduce repeated
transcoding tasks and the system performance can be improved. Recently, the
cooperative transcoding proxy architecture is proposed to improve the system
performance[3,4]. However, applying the traditional cooperative caching directly
to the transcoding proxy architecture is not efficient due to inherent problems
of the content transcoding such as multiple versions of contents[1,5]. Because
of the multiple versions, the communication protocol of cooperative caches is
more complex than existing protocols, such as ICP and causes additional delay
which is incurred by finding more similar version of an object during the time for
discover the object in cooperative caches. Additionally, each cooperative caches
consumes too much storage to store redundant multiple versions for the same
object. These hurdles decrease the system performance and utilization.

In this paper, we propose the efficient cooperative transcoding proxy archi-
tecture which uses the content-aware caching. The main purpose of the proposed
system is simplifying the communication protocol of cooperative caches. To cope
with the problem which is caused by the multiple version, we propose that every
version for an object is stored at one designated proxy together. Each transcod-
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ing proxy is mapped with the hashed value of the URL and a proxy stores its
transcoded result at the designated proxy which is mapped with the URL of
the requested object. By using this concept, we gather the whole of the version
for an object in its designated proxy, so called a home proxy, and find the best
version for an object deterministically. According to this behavior, every version
of an object resides at one designated proxy and the discovery process becomes
simple.

While the proxies store objects deterministically, they should fear for the hot
spot problem; a small fraction of objects will be hot which could lead to excessive
load at nodes which are their homes. To prevent this overload, we divide a cache
storage into two; public storage and private storage. The general content-aware
caching mechanism uses the public storage which is used to find the best version
of the requested object. The private storage contains the hot objects of the local
clients. If the requested object is found in the private storage of a local proxy,
there is no need to check the public storage of the home proxy. That is, we reduce
the load of the home proxies of hot objects.

Moreover, we refine the cooperation mechanism for the proposed system to
perform more efficiently. There are three main processes: the discovery process,
the transcoding process and the delivery process. We exploit the characteristics
of the content-aware caching to make the discovery process simpler than the
previous process and design the transcoding process to increase the performance
of the proxies. By using the redirection in the delivery process, we reduce the
network traffic which is needed to manage the system.

We evaluate the performance of the proposed system by using trace based
simulation. We use the Simjava to simulate the cooperative transcoding proxy
system. We compare the system response time, the cache hit ratio and the
communication cost between the previous cooperative caching and the pro-
posed content-aware caching and show that the performance increases when
the content-aware caching is used.

The rest of this paper is organized as follow. Section 2 briefly represent
the related works and the problem of them. Section 3 presents our proposed
architecture for cooperative transcoding proxy. The performance evaluation is
on section 4. Finally, we concludes this paper on section 5.

2 Background

In recent years, some proposals have exploited both of transcoding and caching
to reduce the resource usage at the proxy server, especially for transcoding time.
The main idea of these approaches is that caching the transcoding results im-
proves the system performance by reducing the repeated transcoding operation.
Moreover, some studies extend a stand-alone transcoding proxy to cooperate
each other to increase the size of the community of clients. This cooperative
caching increases the hit ratio of the cache system by cooperating with each
other caches for discovery, transcoding and delivery. As result of the increased
hit ratio of system, it reduces not only the repeated transcoding operations, but
also the user perceived latency for an object.
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Fig. 1. The discovery process of the cooperative transcoding proxies

The transcoding proxy should manage the multiple version of an object,
because the transcoding results depend on the various capability of clients. Ac-
cording to the multiple versions, there are two types of hit; exact hit and useful
hit. The exact hit means the proxy cache contains the exact version required by
the client, and the useful hit means the proxy cache does not have the exact
version of the requested object but contains a more detailed and transcodable
version of the requested object that can be transformed to obtain a less detailed
version that meets the client request.

These two types of hits make the communication protocol of cooperative
caches, especially the discovery protocol, more complex than existing protocols,
such as ICP. Figure 1 shows the difference of the discovery process between the
cooperative transcoding proxies and the traditional web proxies. The proxy 2
gets a request for an object, O1, whose version is the version 5, V5, and misses
the object, then the proxy 2 sends queries to other proxies to find the object.
If we use the traditional web proxies, the discovery process is over after getting
any object from any proxy. In this figure, the proxy 1 or 3 returns the object
O1 to the proxy 2 and the process is over. However, if we use the transcoding
proxies, we should consider not only the object but also the version, then we
have to wait for the best version that minimize the transcoding operation. In
this figure, though the proxy 1 and 3 return the objects with version V1 and
V4, the proxy 2 does not know that the proxy 4 has the exact version and has
to wait for the responses from proxy 4. After the proxy 2 gets all responses form
all proxies, it chooses the proxy which has the best version, in this figure the
proxy 3, and sends a query to get the object itself. This behavior takes for long
time to determine the best version that minimize the transcoding operation
because a local transcoding proxy have to wait for potentially better version.
Also, it generates enormous query messages to discover an object. That is, each
transcoding proxy has to process redundant query messages for every discovery
request.
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3 Main Idea

3.1 Content-Aware Caching

We mentioned the problems of the query-based discovery protocol of the co-
operative transcoding proxy in the section 2. A cause that a proxy waits for a
potentially better version is that each version of the same content resides irregu-
larly at different proxies. In this situation, a proxy should send queries to every
proxy to discover the best version because it does not know which proxy has the
best version of the content. However, if the different versions of a content are
cached together at the designated proxy, a proxy can determine the best version
of a content with only one query message.

Each proxy has to store transcoded versions of an object at designated proxy
being aware of the object. We would refer this caching scheme as content-aware
caching. In content-aware caching, a transcoding proxy stores its transcoded
results at a designated proxy according to the URL of objects. Then, every
version of the same URL is stored at a designated proxy. We would refer this
designated proxy as a home proxy of an objects. Each URL is mapped into its
home proxy by using URL hashing. The 128bit ID space is generated by the
hash function which balances the ID with high probability such as SHA-1 and
each proxy which is the participant of the system manages the partial ID space
which is determined by the proxy node ID that is computed by hashing the
unique value of node such as an ip address. Each object has the object ID which
is obtained by hashing the URL of the object and is stored at the home proxy
that manages the object ID.

This content-aware caching has several advantages. First, a proxy can dis-
cover the best version of an object deterministically. A proxy can find the best
version at a home proxy with only one query and does not wait for potentially
better version after it receives an exact or useful hit message. Second, the redun-
dant query processing is reduced significantly. In the previous system, a proxy
sends a query to every peer proxy, and each proxy which receives a query per-
forms the query processing to find a proper version of an object. However, in
the content-aware caching system, only home proxy performs query processing.
Third, the network traffic is reduced because the number of query messages is
reduced significantly.

3.2 Prevention of Hot Spot

When we use the content-aware caching, the request for an object is always
forwarded to the home proxy. If the hot spot for an object occurs, the home proxy
which has the responsibility for the object has to deal with every request and
the home proxy is overloaded and out of order. To prevent this case, we divide
a cache storage into two : public storage and private storage. The public storage
is used to store the every version of an object for the content-aware caching and
the private storage is used to store the hot objects of the local clients. That is,
a proxy stores the clusters of version for objects whose object IDs are managed
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Fig. 2. Overall of the Content-aware caching system

by itself in the public storage and caches the frequently requested objects from
the local clients in the private storage.

Figure 2 shows the overall of the cache architecture and the cooperation
mechanism. When a proxy receives a request (1), it first checks its private storage
(2). If a exact hit occurs, the proxy returns the object to the client. However,
if either a local useful hit or a local miss occurs, the proxy tries to discover a
matched transcoded object at the home proxy of the requested object (3). Then,
the home proxy checks its public storage for the object (4). If there is the object
which is exact or useful, the home proxy transforms the object into the exact
version and returns the object to the client, and updates the private storage of
the local proxy if the home proxy decides that the object is frequently requested.
Otherwise, if a miss occurs, this proxy gets the new object from the origin server.
According to this behavior, the hot objects reside at the local private storage
with high probability and we can reduce the excessive load of the home proxies
of the hot objects.

3.3 Cooperation Mechanism

There are mainly three cooperation processes: the discovery process, the transcod-
ing process, and the delivery process. The first, the discovery process takes ad-
vantages of the content-aware caching. In our proposed system, different versions
of the same content are cached together at the public storage of the home proxy.
If a proxy gets a request and a miss occurs at the private storage, it need not
send queries to every peer proxies but send only one query to a home proxy of
the requested URL. Therefore, in the discovery process, we can reduce not only
the query messages but also the waiting time for finding a potentially better
version. Moreover, because the home proxy could have almost versions of an
object, the exact hit ratio increases and the system performance would increase.

When we find the useful object in the public storage of the home proxy, we
should decide the location of the transcoding. If the local proxy which gets the
request from the client performs the transcoding, it has to update the public
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storage of the home proxy because the home proxy manages the whole version
of an object. That is, we preserve the advantage of the discover process by using
this redundant traffic. According to this, we performs transcoding task for the
requested object at the home proxy to eliminate the redundant transmission.

After the transcoding task, the new version of the object is stored at the
public storage of the home proxy. If the home proxy returns the new object to the
local proxy and the local proxy returns it to the client, this indirect transmission
causes the redundant object transmission that generally makes the response time
long. To prevent this redundant traffic and reduce the response time, the home
proxy redirects the response to the client which request the object. When the
local proxy forward the request to the home proxy, the forwarding message
includes the redirection information. However, this redirection mechanism can
cause the hot spot problem at the home proxy. To cope with this problem, the
home proxy has to update the private storage of the local proxy. If the exact hit
occurs at the public storage, the home proxy checks how frequently the object
is requested. If the object is decided as a hot object, the home proxy sends
this object to the local proxy which requests it and the local proxy stores it at
the private storage. This cache update policy compensates the effect of the hot
objects with the local private storage.

4 Evaluation

4.1 Simulation Setup

We simulate the cooperative transcoding proxy architecture to evaluate its per-
formance. We use Simjava to simulate the architecture. Simjava is a toolkit for
building working models of complex systems. It is based around a discrete event
simulation kernel [6].

We try to reflect the real environment in our simulation as accurate as pos-
sible. We examine the previous papers on the cooperative caching to extract
the simulation parameters [7]. The size of a cache storage is 300MB and 30%
of the total storage is assigned to the public storage. We use 4 caches which
are cooperated with each other and use the LRU replacement policy. The es-
tablishing HTTP connection takes 3 msec and the cache lookup needs 1.5 msec.
The processing the ICP query need 0.3 msec and the hashing calculation for the
content-aware caching takes 0.6 msec. The transmission time to content server
takes 300 msec as average and the transmission time in local backbone network
takes 40 msec as average. The simulation parameters about the transcoding op-
eration are extracted from the previous paper [5]. The transcoding takes 150
msec as the mean value and 330 msec as the 90th percentile.

We use a trace file of IRCache [2]. The trace date is October 22, 2003 and the
total duration is 1 day. The total number of requests is 416,015 and the mean
request rate is 4.8 requests per second. We assume that the 100 clients use one
proxy cache and consider a classification of the client devices on the basis of their
capabilities of displaying different objects and connecting to the assigned proxy
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Device type PC Laptop TV Browser PDA Mobile phone

Percentage 40% 15% 15% 15% 15%

Table 1. Client device types and population

(a) Cumulative distribution (b) Mean and Median

Fig. 3. The comparison on the system response time

server. The classes of devices range from high-end workstations/PCs which can
consume every object in its original form, to mobile phones with very limited
bandwidth and display capabilities. We introduce five classes of clients. Table 1
shows the client types and their population.

4.2 System Response Time

The system response time is the time between sending requests of clients and
receiving of responses of clients and it is generally used as a criterion of sys-
tem performance. Figure 3 shows the comparison on the system response time.
It shows clearly that the cooperative architecture provides better performance
than the stand-alone architecture. Also, it shows that the content-aware coop-
eration architecture provides better performance than the query-based cooper-
ation architecture. The 90th percentile of the response time is similar between
the content-aware architecture and the query-based architecture. However, the
median of the response time is much better in the content-aware architecture.

The main reason of the different response times is the cooperative discovery
protocol. The query-based discovery protocol has a problem of a long decision
time due to the two-phase lookup. To address this problem, we proposed content-
aware caching mechanism and this significantly reduces the decision time in the
multiple-version lookup. Therefore, the performance of the system increases.

However, the 90th percentile is similar because the global cache miss causes
the long round-trip time to the original server. This long round-trip time is the
system bottleneck for both architectures. Although the content-aware coopera-
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Fig. 4. The comparison on the cache hit ratio

tive architecture provides fast decision in multiple-version lookup, the dominant
factor of the long transmission time from content server to a proxy server causes
long user response time. Therefore, high hit ratio of a proxy cache is important.

4.3 Cache Hit Ratio

Cache hit ratio is the important factor that affects the system performance of
the transcoding proxy. A cache in the multiple-version environment has three
different event: an exact hit, a useful hit, and a miss. The high exact hit ratio
improves the system performance by eliminating the transcoding overhead that
generally involves a long processing time. The high useful hit ratio improves
the system performance by reducing the redundant transcoding process. The
high cache miss ratio degrades the system performance since this case needs
the content transmission from a content sever to a transcoding proxy and the
complete transcoding task.

Figure 4 shows the cache hit ratio of each scheme. The cooperation schemes
provide much higher ratio of both an exact hit and a useful hit. The hit ratio
of the content-aware scheme is slightly higher than the query-based scheme. In
the query-based scheme, the exact hit ratio of the local cache is 9.01% and the
exact hit ratio of the remote cache is 23.89%. In the content-aware scheme,
the exact hit ratio in the private storage is only 6.71% which is smaller than
the query-based but the exact hit ratio of the public storage is 29.35% which
is much bigger than the query-based. Even if the local exact hit ratio of the
content-aware scheme is smaller, the main factor of high exact hit ratio is the
remote exact hit ratio for both schemes. In this case, the global lookup process of
the query-based scheme causes the long decision time due to two-phase lookup
in the multiple-version environment mentioned in the section 2. However, the
content-aware scheme finds the exact object with the simple discovery process
which takes only one query to the home proxy. Therefore, the content-aware
scheme can provide better performance than the query-based scheme.

We can see that the useful hit ratio is increased in case of the content-aware
cooperation architecture. The reason is that each useful version is clustered to be
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discovered directly in the content-aware cooperation architecture and they use
the cache storage more efficiently without the redundant copies. Additionally,
in the content-aware scheme, the local useful hit ratio is 0 because the private
storage is used to find the exact objects only.

5 Conclusions

In this paper, we propose the efficient cooperative transcoding proxy architec-
ture which uses the content-aware caching. We cope with the problem which is
caused by the multiple version environment by using the content-aware caching,
which means that every version for an object is stored at one designated proxy
together. The proposed architecture makes the communication protocol between
each proxies simpler, especially the discovery process and reduces the number of
messages which are used to maintain the cache system such as ICP queries and
object responses. Moreover, because of gathering all versions of an object at one
proxy, the exact hit ratio increases and the performance of the system increases
too. This architecture has an improvement of 20 percentage points of response
time, an increase of 10 percentage points of cache hit ratio, and improved scal-
ability on bandwidth consumption. Though the many advantages exist, the hot
spot problem can be appeared. We prevent this problem by using the private
cache and the cache update policy. The detail of the cache update policy is our
ongoing work.
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Abstract. JXTA is a Peer-to-Peer application development infrastruc-
ture that enables developers to easily create service oriented software.
This paper presents a low-cost, patient-friendly JXTA-based healthcare
system, which is comprised of medical sensor modules in conjunction with
wireless communication technology. In particular, the proposed system
supports a wide range of services including mobile telemedicine, patient
monitoring, emergency management and information sharing between
patients and doctors or among the healthcare workers involved. For this
purpose, the proposed system provides not only a systematic computing
environment between the BAN (Body Area Network) and the subsystem
within the hospital, but also participates in a JXTA network with the
BAN’s PDAs through peers called JXTA relays. Information within the
hospital is shared under a P2P environment by means of JXTA grouping
technology. The proposed system is shown to be adequate for a ubiqui-
tous environment which offers effective service management as well as
continuous, remote monitoring of the patient’s status.

1 Introduction

Increased economic growth has brought about an increase of ”lifestyle-related”
diseases (e.g., diabetes and high blood pressure), to the extent that this has
now become a serious problem. Such diseases which need long-term treatment
require considerable cost, time and effort. However, information and communi-
cation technology can play an important role in achieving cost reduction and
efficiency improvement in healthcare delivery systems. In particular, the intro-
duction of wireless technology has paved the way for the implementation of
mobile healthcare systems which enable ambulatory patients to lead a normal
daily life. For example, the mobile healthcare system proposed in [1, 2] allows
the mobile and remote monitoring of the maternal and fetal vital signs, while
pregnant women proceed with their daily life activities, thereby obviating the
need for them to be hospitalized for monitoring. It also enables health profession-
als to provide their patients with health services, irrespective of their location.
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However, conventional healthcare systems, including the Mobihealth [1] project,
utilize a central server for the look up of information. Furthermore, the possibil-
ity of offering seamless service is limited by the network connectivity of wireless
devices or resource-constraints. In addition, traditional systems only focus on
organic communication and service utilization between patients and hospital,
whereas they ignore the systematic communication and sharing of information
between healthcare workers in the hospital. For these reasons, these systems
cannot cope with acute situations dynamically and promptly. To resolve these
problems, we propose a JXTA-based healthcare system, which operates in a
peer-to-peer (P2P) environment so as to offer seamless service by distributing
the healthcare services among the healthcare workers. This sharing of informa-
tion about the medical treatment that patients receive between the healthcare
workers in the JXTA environment improves their ability to cope with dynamic
situations, which in turn makes it possible to offer more efficient medical ser-
vices. Also, the system architecture enables the continuous monitoring of the
patient’s health condition ’anytime and anywhere’, thereby reducing long-term
costs and improving quality of service. In this paper, we focus on the system ar-
chitecture design which consists of the BAN and subsystem within the regional
hospital, along with JXTA relays to link the BAN to the subsystem within the
regional hospital under the JXTA service platform. The remainder of the paper
is organized as follows. Section 2 discusses related research. Section 3 describes
the design issues, while the system architecture is described in section 4 and the
system implementation is presented in section 5. Finally, this paper is concluded
in section 6.

2 Related Research

Traditionally related projects include the @HOME (Remote home monitoring
of patients) project, which targets next generation health services using UMTS,
Bluetooth and ubiquitous medical sensors for patient monitoring in the recov-
ery phase and for chronically ill patients, while also addressing the problems
of patient compliance. However, their basic platform concepts are the classical
architecture of the personal computer. The software that makes the peripheral
devices useful runs on the CPU of the wearable computer, not the peripheral de-
vices themselves. The Spot Computer from MIThril from MIT Media Lab [3], or
LART (Linux Advanced Radio Terminal) developed at Delft University of Tech-
nology [4] all have modular concepts, use the Intel StrongARM microprocessor
and are capable of running on Linux operating systems. These modular concepts
and powerful platforms provide good bases for the development of wearable com-
puters. These wireless-enabled devices are seen as a potentially powerful means
of improving the quality of health monitoring and self-diagnosis. However, most
telemedicine units allow the transmission of vital signs such as the ECG, SPO2,
temperature and blood pressure, but not the glucose level. Consequently, we are
currently in the process of developing a unit dealing with the blood glucose level
in the context of the wireless environment. The approach that we adopted is
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also based on the modular concept, as in the case of the above methods. We
focus on the use of a modular hardware design, and are attempting to build a
healthcare system for diabetes patients which operates over the CDMA public
wireless network and JXTA service platform. For this purpose, we implement
software for the purpose of monitoring the patient’s status in the BAN, as well as
a JXTA application used for managing the patient’s information, medical status
and personal information.

3 Design Issues

In this section, we will look at the technical requirements of our system. The
system approach taken aims at providing a wide range of services, which include
mobile telemedicine, patient monitoring, emergency management and informa-
tion sharing between patients and doctors or among the healthcare workers in-
volved [5]. Also, we describe the technical issues which motivate to the design of
a low-cost, patient-friendly healthcare system and then, in the next section, we
describe the system that is needed to satisfy these requirements.

3.1 Mobile Telemedicine and Emergency Management

Many medical errors result from a lack of correct and complete data at the time
of service, which can produce wrong diagnoses and drug interaction problems. It
is important for healthcare workers to know have access to critical information
about their patients before an emergency situation occurs. Wireless commu-
nication technology allows patient to send real-time data about the patient’s
condition to be sent to the hospital in real-time. For example, ambulance per-
sonnel can send real-time information in advance to a hospital while en route for
the hospital, thus gives allowing the hospital staff to pre-evaluate the patient’s
condition and prepare for his or her treatment. In the same way, a patient can
alert the hospital of an emergency situation using wireless communication, such
as via a cellular network. Thus, intelligent emergency management and mobile
telemedicine rely on wireless network technology (e.g. CDMA), as well as the
systematic sharing of information between the BAN and the subsystem within
the hospital.

3.2 Patient Monitoring

Wireless technology and personal area networks make it possible to continuously
monitor a patient’s health condition ’anytime and anywhere’. This is achieved
with by the integration of the PDA and sensors, as well as related software, to
a wireless BAN. The information provided by these sensors can also be inte-
grated into a PDA that also contains the user’s medical history. In this way, the
patients themselves can monitor their health condition for self-care their states
and immediately notify the healthcare workers at the nearest hospital, of an
emergency service situation arising from a critical change in their status. For
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example, a blood glucose monitoring system can help everyone with would be of
great benefit both to diabetes patients and to all those involved in their treat-
ment. The information transferred via the sensors attached to these patients and
wireless communication would make it possible to judge provide daily control
of their condition, and by allowing changes to be made in their meals, physical
activity, or medications, in order to improve their blood glucose levels. Thus, the
efficient patient monitoring which could be achieved by means of medical sen-
sor technology in conjunction with wireless communication technology. However,
the resource constraints associated with small devices and network connectivity
problems must first need to be solved.

3.3 Information Sharing Between Healthcare Workers in the
Hospital

Among of the most time consuming activities associated with the public health
sector are documentation and data exchange. Furthermore, not only the man-
agement of the patient’s records in physician’s private practices or hospitals, but
also the documentation and data processing involved in emergency cases of an
emergency is a of critical situation importance [6]. In a hospital, the healthcare
workers form a peer group within the institution. Together they can create a
secure peer group with various access rights, so as to allow the sharing of the
patient’s data (e.g. his or her patient UUID, patient sensor data, etc) and other
kind of information (e.g. a first-aid, drugs to prescribe, etc). For example, medical
information can be exchanged between patients, doctors or healthcare workers
who are willing to share their data under the P2P environment. By making cer-
tain aspects of the sharable patient’s data available to them, other doctors can
examine the situation of patients with conditions similar to those of their own
patients, thus helping them to make better decisions on the medical treatment to
be administered to their own patients. Thus, the ideal healthcare system should
enable the efficient processing of information and be able to cope with dynamic
situations systematically, by allowing the sharing of information between groups
by the JXTA grouping mechanism. Furthermore, the JXTA grouping service
makes it possible to share data in a secure manner under the P2P environment.
This is the main reason for which the healthcare system is based on the JXTA
platform.

4 Proposed System Architecture

4.1 System Architecture

Our work is most closely related to the previous study described in [1]. The
information between the BAN and the hospital is transferred by means of cellular
CDMA communication. The wireless healthcare system consists of two regions,
viz. the Healthcare region and the Hospital region, as shown in Fig. 1.

The healthcare BAN consists of sensors, a Wireless Interface, PDA commu-
nication, and various facilities. Depending on which type of patient data need
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Fig. 1. System Architecture.

to be collected, his or her basic medical information can be integrated into the
BAN. Communication between the different entities takes place within a BAN
adopted Bluetooth network. The gateway that facilitates extra-BAN commu-
nication utilizes CDMA wireless networks. Sensors, each of which consists of
multiple devices, are extended to have wireless intra-BAN communication ca-
pabilities. These sensors send their signals to the PDA, and actuators receive
the control signals from the PDA. The information between the BAN and the
JXTA relay peers is transferred by means of cellular CDMA communication.
The Hospital region is composed of the JXTA P2P network that supports the
doctor’s mobility and dynamic service management modules. A P2P network
distributes the information among the member nodes, instead of concentrating
it at a single server. If any one peer fails, the service is still available from an-
other peer member. The question of how to allow peers to safely communicate
with each other is an important issue in this system. By creating peer groups,
authorized groups of peers can be allowed to share a specific patient’s data and
other kinds of information. Also, peer group boundaries can be used to define
the extent of this collaboration, when searching for a healthcare service within
the group’s content. A JXTA relay peer is defined among the two regions, in
order to provide a systematic computing environment between the Healthcare
region and the Hospital region. JXTA relays act as proxies for the individual
patients’ PDAs, as well as taking care of all the heavier tasks on their behalf.

4.2 Body Area Network

This section explains the system specification and operation in a body area
network. We take the blood glucose data which consist of the basic information
(6 bytes) and supplementary information (12 bytes). An additional 12 bytes,
consisting of the Patient’s Name, Machine ID and Patient’s ID, are required
to complete the service protocol. Fig. 2 shows the format of the data which is
transferred via the Wireless Interface to the PDA.

The service platform supports patient-friendly applications. The application
is targeted at direct interaction with our system users and can range from simple
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Fig. 2. Blood Glucose Data Format.

viewer applications that provide a graphical display of the BAN data to compli-
cated applications that analyze the data. The PDA operates in several modes,
as in the case of the system described in [1]. The first is a ”store mode”, in
which the data is stored for a certain period of time, before being sent to the
hospital at regular intervals. The second is the ”process mode”, in which the
data is processed and the patient is provided with some first level information.
The third is the ”transmission mode”, in which a connection is established to the
hospital in order to send the data. Because these applications can be deployed
on their own PDA, the patients can not only monitor their health condition,
but can also ask the hospital for help in an emergency, and thus be treated in
time. All of the data from the sensors are recorded on the PDA and transferred
to the JXTA relay peer in the remote medical center, using the CDMA wireless
network. In this way, the system can support the mobility of the patients and
provide them with appropriate services everywhere. The patient sends a query
to the JXTA relay peer to receive hospital services. The JXTA relay peer re-
ceives this query, which is propagated to the JXTA network in the hospital. The
JXTA relay peer then accesses the related service group in the hospital. Also,
all service responses are collected by the JXTA relay peer, which optimizes the
transmission, in terms of trim and XML code parsing. Because the heavier tasks
are performed by specific members of the peer group called JXTA relay peers,
the patients can obtain medical service, without the JXTA porting of their own
PDA. For this reason their own PDAs do not have to deal with polling, link
status sensing, or neighbor detection messages. This is very useful for mobile
devices, since it saves energy and bandwidth.

4.3 Service Grouping Mechanism in Hospital

In this section, we explain how service groups operating under the JXTA P2P
network environment are formed and managed in a hospital region. Before in-
troducing the service grouping mechanism of the hospital region, however, the
JXTA architecture is presented, as follows. The JXTA architecture [7] consists
of three layers: the platform layer, the service layer and the application layer, as
shown in Fig. 3.

The platform layer is also known as the JXTA core layer, and provides those
elements which are absolutely essential to every P2P solution. The service layer
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Fig. 3. The JXTA 3-layer architecture.

incorporates the network services, including both those which are essential and
those which are desirable but may not be absolutely necessary for the P2P
network to operate. These include communicating with a peer, searching for re-
source and peers, sharing documents between peers, peer authentication, and
Public Key Infrastructure services. The application layer provides common P2P
applications, such as instant messaging, by building on the capabilities of the
service layer. JXTA Services are organized in peer groups. Collaborative ser-
vice and functionality of the peer form peer groups. All of these groups share
their resources and perform their own services, while cooperating with the other
groups. The working mechanism of a peer group is as follows [8, 9]. Searching
and sharing are done on the peer group level, i.e. shared content is only available
to the peer group. When creating a peer group, the healthcare workers involved
initialize the local secure environment, and then publish a peer group advertise-
ment, which includes the peer group ID and peer group medical service. In order
for a service consumer to join in the medical service group, he or she must first
locate the peer group (e.g. surgical group) advertisement. Once the correct group
advertisement has been located, the corresponding peer group is created using
the parent group. In JXTA, the membership service is used to apply for peer
group membership, joining a peer group, and exiting from a peer group. The
membership service allows a peer to establish an identity within a peer group.
Once an identity has been established, a credential is available, which allows
the peer to prove that he or she has obtained that identify rightfully. Identities
are used by services to determine the capabilities which should be offered to
peers. In short, JXTA implements a peer group environment. A peer group is
a collection of peers that have agreed upon a common set of services. Peers or-
ganize themselves into peer groups and all communication is constrained to the
group members who are identified by their peer group ID. Each peer group can
establish its own membership policy, thus allowing highly secure and protected
operations to be supported. Also, the JXTA grouping mechanism supports the
sharing of medical information and collaborative medical work. Thus, the system
improves the ability of the healthcare workers to cope with dynamic situation,
which in turn makes it possible to offer more efficient medical services.
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5 Implementation

In this section, we describe the design and implementation of the hardware
system based on the BAN, as shown in Fig. 4.

Fig. 4. Body Area Network.

The measurement device used to determine the glucose value is a blood
glucose meter, which is embedded and portable, meaning that the patient is
able to use it outdoors. It consists of mechanical parts and a chemical sensor,
and is made by Allmedicus Ltd. The Wireless Interface device is divided into
two parts. The first part is the operation processing part composed of a 32bit
X-scale CPU. The second part is composed of a wireless network interface of
the compact flash (CF) type, which supports the Bluetooth connection. The
information retrieved from the blood glucose meter is then transferred to the
Wireless Interface device via serial communication. In this way, the wireless
Interface acquires the blood glucose information from the blood glucose meter
and then establishes communication between the user and the medical center
through the CDMA wireless network. The PDA recognizes the user’s glucose
level and informs the user of his or her condition, as well as transferring blood
glucose contexts to the JXTA relay peer in the remote medical center or hospital.
The service platform supports two types of applications. The first type is targeted
at direct interaction with the system users and can range from simple viewer
applications that provide a graphical display of the BAN data to complicated
applications that analyze the data. These applications can be deployed either on
the PDA or on the subsystem within a hospital under the JXTA environment.
The second type of applications adds various functionalities to the core service,
such as the management of the patient’s information, on demand real-time data
streaming and the JXTA discovery services used for searching for a doctor or
group. In our system, all of the data from the blood glucose meter are recorded
on the PDA, before being transferred to the JXTA relay peer at the remote
medical center. The PDA receives the data concerning the blood glucose level
from the sensor and interprets the user’s health conditions and behaviors based
on this information. The graph below sequentially shows ten time series plots
based on the user’s glucose value recorded in the PDA. In this graph, a blue
bar denotes normal status, a yellow bar implies a glucose level slightly over the
standard value and a red bar indicates critical status.
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Fig. 5. Data Analysis Graph.

The blood data shown in Fig. 5 is transferred to the JXTA application in
the hospital domain through CDMA communication. The JXTA application
interface shown in Fig. 6 makes it possible for the doctors in the hospital to
examine the list of patients, as well as the supplementary information available
for them described in Fig. 2.

Fig. 6. Data Management JXTA Application.

As shown in Fig. 6, double-clicking on the appropriate item causes a graph of
the patient’s status to be displayed, whereas right clicking the same item causes
a pop-up menu to be displayed, which consists of a submenu allowing the med-
ical information and medical services to be selected for this patient. Selecting
the ”search for doctor” menu and typing the appropriate patient’s ID leads to
a request for data being sent to either the attending physician or other doctor
assigned to this patient. In this way, the required information can be found by
the discovery mechanism of JXTA. The Search for Group and Search for Ser-
vice menu provide the means of locating a particular group or group service,
respectively. Selecting a group by means of the Search Group menu provides a
means of sharing the patient’s data with all of the members of this group, while
the concept of group service allows more flexible medical service to be offered.
The two remaining menus provide the doctor with the possibility to delete or
modify the patient’s information. In this study, we implement software for mon-
itoring the patient’s status, in the BAN as well as in the JXTA application used
for managing the patient’s information; medical status and personal informa-
tion. In particular, we utilize the JXTA Platform to develop a medical-service
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management tool in a hospital domain. The use of the JXTA Platform with its
discovery and grouping mechanisms enables us to offer efficient and adaptive
medical services.

6 Conclusion

As we have shown in this paper, the proposed healthcare system resolves a num-
ber of the technical challenges which arise when attempting to provide patients
with efficient and adaptive healthcare services. In the proposed system, a P2P
network distributes service and information among the member nodes, instead
of concentrating it on a central server. This paradigm offers significant advan-
tages in service and information sharing. The key software design method that
we employed involved the offering of medical information and service to certified
service customers using the JXTA grouping mechanism. This sharing of infor-
mation concerning the medical treatment and patients in the JXTA environment
improves the ability of the healthcare workers to cope with dynamic situations,
thus improving the quality of the medical service that they can provide. The
proposed system can greatly facilitate the delivery of a wider range of medical
services and improve the productivity of the healthcare practitioners involved, as
well as increasing their ability to offer low-cost, patient-friendly medical service.
We are currently developing a more sophisticated version of the JXTA group-
ing mechanism, while simultaneously performing simulations and evaluating the
performance of the existing system. Finally, we will expand our healthcare sys-
tem to a multi-center situation, suitable for a ubiquitous environment, as well as
improving it so as to offer high-quality medical service anytime and anywhere.
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Abstract. Although all existing service discovery middlewares provide
similar functionality, they are incompatible with one another due to dif-
ferences in approach and architecture. We believe that co-existence of
various service discovery middlewares will be indispensable since their
target services and network environments are quite different to each
other. Considering the future pervasive computing environment, the in-
teroperability between them must be essential toward minimum user dis-
traction under the heterogeneous systems. As the requirements of this
interoperability system under these environment, complete translation,
accommodation of changes of legacy middlewares, and simplicity of man-
aging available services must be very important aspects. We propose a
novel architecture which satisfies these requirements, using dynamic ser-
vice proxy concept. While this concept provides various advantages, it
has a notable drawback such that it needs to prepare many proxy codes
per each service. To alleviate the load, we design and implement a Ser-
vice Code Development Toolkit. We implemented a sample application
and proposed architecture, and the results show that this architecture
fully satisfies targeted design objectives.

1 Introduction

Since Mark Weiser introduced his vision of ubiquitous computing [1] in 1991,
our computing environments have been changing rapidly. Since the proliferation
of mobile devices such as PDAs, laptops, and cellular phones is growing, and in
order to provide effective services to the user in the face of restricted resources
and limited functions, these devices should establish a connection to nearby
networks and cooperate with other services provided by other devices in the
network. Unlike enterprise networks, in a ubiquitous computing environment, we
can not depend on the existence of a system administrator for configuration. A
service discovery middleware not only frees users from redundant administrative
and configuration work, it also allows for the configuration and discovery of
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all devices in the network, and can be used by other devices automatically.
Accordingly, service discovery researches are essential to the success of ubiquitous
computing [2].

To the best of our knowledge, several service discovery middlewares have
been proposed including Jini [3], UPnP [4], SLP [5], Salutation [6], HAVi [7],
and Bluetooth SDP [8]. All of these middlewares provide similar functionality,
i.e., automated discovery of required services. However, they are quite different
in their target service types and suppose different network environments. For
example, HAVi was developed to control digital AV streams in IEEE1394, while
UPnP was introduced to control devices in TCP/IP. None of them has fully
matured enough to dominate the market; consequently, it is unlikely that these
middlewares will converge into one standard. As a result, we need an architec-
ture which allows a client to discover and use its desired service in a network,
regardless of middleware.

The interoperability among heterogeneous service discovery middlewares in-
creases the user’s satisfaction through improving service availability, that is, the
possibility of discovering a desired service, as long as a device exists in the net-
work. Benefits from the interoperable system also expedite the emergence of
new compound services, boasting better functionality by extending the range of
service selection.

To support interoperability among different service discovery middlewares,
several approaches [9] [10] [11] [12] have been proposed. These approaches, how-
ever, have some limitations to the requirements such as translation loss, mainte-
nance costs, the management cost of service information, ease of development,
consciousness of other middleware, the modification of existing service, and ac-
commodation of current evolving middleware.

In this paper, we propose a new architecture that provides interoperability
among various service discovery middlewares which satisfy above requirements.
By introducing a dynamic service proxy, we provide interoperability on the ser-
vice level, not on the protocol level. We also achieve a minimal loss during
translating protocols, and accommodate the change of legacy service discovery
middleware without any modification of the existing system thereby supporting
interoperability. In our architecture, no information for service discovery and in-
vocation is managed, with the exception of the current service lists in a network.
Once a dynamic service proxy is created on a middleware, all responsibilities
to that service for discovery and invocation are given to that middleware. For
example, if a dynamic service proxy is created on Jini, Jini Lookup Service is
responsible for discovery of that service which is invoked using Jini RMI.

Despites of many advantages, our approach may require a little bit trouble-
some task because each service needs its own dynamic service proxies for each
client of different middleware, respectively, which means that many dynamic
service proxy codes should be implemented. In fact, much redundant work and
codes are needed to develop a dynamic service proxy. To reduce the developer’s
work load, we design and implement a development toolkit. In order to ver-
ify the proposed architecture, we implement several dynamic service proxies for
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interoperability among Jini, UPnP and X10 services. Through them, we show
that interoperability among many service discovery protocols can be applied
effectively, and that the dynamic service proxy can be developed easily.

The rest of this paper is organized as follows. Section 2 presents a survey
of related work, while Section 3 presents design issues of our approach and
the proposed architecture. Section 4 presents Proxy Code Development Toolkit
for developing proxy code. Section 5 describes evaluation of our proposed ar-
chitecture comparing with other approaches, and some concluding remarks are
provided in Section 6.

2 Related Work

There are several approaches to support interoperability among heterogeneous
middlewares which are classified into four categories: 1) one-to-one protocol
bridge; 2) one-to-many protocol conversion; 3) common integrated middleware;
and 4) service level proxy. Examples of the one-to-one protocol bridge include
Jini-HAVi Bridge by Philips, Sony and Sun, and SLP-Jini Bridge [9] by Sun. As
these researches deal with the interoperability between only two middlewares,
when more than two different middlewares exist in a network, we need more
bridges. In order to overcome problems of the one-to-one protocol bridge, the
one-to-many protocol conversion approach is proposed in [10]. This approach
requires two protocol conversion steps because the service request of a client-
side protocol is translated into a common protocol, and then retranslated into a
server-side protocol. Also introduced is an intermediate protocol called Virtual
Service Gateway (VSG) protocol, which connects middleware to other middle-
ware, and the Protocol Conversion Manager (PCM), that converts the protocol
of a local middleware component into that of VSG and vice versa.

Protocol conversion approaches have limitations in terms of development
costs and translation completeness. Developing a bridge which can translate
whole protocol specifications is very expensive and difficult. As well, since none
of these middlewares is a superset of the others, a complete translation is impossi-
ble. For example, HAVi focuses on multimedia streams while UPnP is developed
to control devices such as home appliances. As such, a gap exists between their
functions.

In addition, current middleware are still being developed and may require
modifications or enhancements in order to accommodate new types of services
or support new types of killer applications which were not considered in the early
stage of development. In that case, legacy bridges must also reflect changes in cur-
rent middleware, making the bridge maintenance cost extremely high. For trans-
lating protocols into other protocols information of heterogeneous services, such
as service locations and contexts, are required. Information of services should be
managed by a directory-like component with an integrated method.

Another approach for interoperability proposed in [11] suggests building a
common integrated middleware which is able to accommodate current legacy
middlewares. The strong point of this approach is that a new middleware can
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be participated in the framework by simply adding a module for the protocol
conversion. On the other hand, developing an integrated middleware requires
additional cost and more time than developing protocol conversion bridges. An-
other problem is that current service discovery middlewares are in the devel-
opment stages and are therefore not fixed. As such it is a substantial burden
to version-up the protocol conversion modules whenever the legacy middlewares
are modified.

The proxy based approach is proposed in [9] and [12]. The Jini-SLP bridge
proposed in [9] was developed to support thin servers that lack the resources
to host JVM. The client over Jini middleware downloads from the thin server
jar file, which contains manifests such as the name of the driver class, and in-
stantiates the driver object. The client then uses a service offered by the thin
server using a driver object. For this approach, the client is specially designed
to use the thin server; that is, a client application developer should be aware of
this approach when advancing and rewriting client codes. Another proxy based
approach, the Jini/UPnP framework, is described in [12]. The Jini/UPnP frame-
work allows Jini clients to use UPnP services, and UPnP clients to use Jini ser-
vices, without any modification, through the introduction of a virtual service
that interacts with a real service in performing a service function. Even though
this approach shows similarities to our approach, one difference is that it does
not consider extending system to accommodate new service discovery middle-
ware. Since this approach is designed to support interoperability between Jini
and UPnP only, service advertisement and discovery module does not separated
from the system. This may cause the degradation of system load when lots of
proxies are running at same time.

3 Proposed Architecture

Here we discuss design issues in the development of an interoperability support
system and our proposed architecture.

3.1 Design Issues

In designing our architecture, we consider the following five points.
The first is to maximize the completeness of interoperability. As described

above, providing complete interoperability among heterogeneous service discov-
ery middlewares is almost impossible since none of the service discovery middle-
wares is a superset or subset of the others, and each of them has their own focus.
Nevertheless, we must try to reduce the gap among bridged middlewares. In this
paper, we suggest an interoperability support mechanism based on the service
level, not the protocol level, which allows for the possibility of more customized
support to each specific service.

The second is to accommodate modifications of existing service discovery
middlewares. Since current middleware are still in the development stages, they
have not been fixed. As such, modifications or enhancements may be required to
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accommodate new types of services or support new types of killer applications
which were not considered in the early stage of development. Current protocol-
based approaches have a drawback in this point: if a legacy middleware changes,
the protocol bridges for that middleware should also be changed, which may
present serious problems for both bridge developers and users. While bridge
developers must try to cover the change of legacy middleware, users of a bridge
are not able to use new services which have been developed over the new version
of middleware. To avoid this problem, the interoperability system should not be
affected by the change of the legacy middleware.

The third is to accommodate new emerging service discovery middlewares. At
present, many service discovery middlewares are being developed and proposed.
We can easily expect that some of them will be widely used such as Jini and
UPnP. Therefore, we should consider the support of interoperability with future
service discovery middlewares.

The forth is to minimize the load for the interoperability system to manage
information services spread over various middlewares. In the protocol level ap-
proaches, integrated information management such as virtual service repository
in [10] is needed for protocol conversion. This kind of job may result in placing
a heavy burden on the system.

The fifth is to avoid the requirement of existing client or service programs
to be conscious of whether a desired service has been accessed through the
interoperability system or not. Clients or services expect that their corresponding
entities are running, as they are developed using the same method defined by
their protocols. However, if a client must know that a desired service is being
accessed only through the interoperability system, the client program must be
rewritten. It is not easy to modify already existing programs to adapt to the
system. If a client should be modified or rewritten to use a service running
in different middleware, the version-up cost of legacy entities will increase in
proportion to their volume.

3.2 Architecture

Our approach for interoperability support is based on service proxy. Consid-
ering design issues described in Section 3.1, we reach the conclusion that in-
teroperability is provided based on a service-to-service level, i.e., service proxy.
This approach boasts a lot of advantages: by providing interoperability at the
service-to-service level, we can translate a service more perfectly in terms of cus-
tomization. In addition, we do not need to modify the interoperability system
when the legacy middleware changes. Even if a middleware changes, backward
compatibility is guaranteed so that the service proxy remains unaffected, and
this brings another advantage, the minimization of maintenance costs. Once a
proxy is generated the responsibility for service advertisement, discovery, and
invocation (with the exception of removing the proxy) remains to the original
middleware of the proxy because the proxy is treated as the same as any other
service in the middleware. For example, once a service proxy is created on Jini,
it register itself with available Lookup Server and other Jini clients also discover
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�

Fig. 1. Service proxy-based interoperability support architecture

and invoke that proxy service using Lookup Server and RMI. This means that
interoperability system does not need to participate to those processes.

Our framework consists of three components: Service Proxy Manager (SPM),
Service Proxy (SP), Service Proxy Code Server (SPCS), and Proxy Code De-
velopment Toolkit (PCDK). Figure 1 shows our proposed architecture for inter-
operability support. The SPM is responsible for creating and removing service
proxy. It is usually located on the server-like host (for example, home server
or home gateway) in the network; the SP connects the original service and the
client which is running on different middleware; the SPCS manages service proxy
codes made by the proxy code developer and transfers the proxy codes to the
SPM when the SPM requests the corresponding proxy codes to a specific service;
and the PCDK is used to help the proxy code developer reduce redundant work
and save time, enabling greater convenience.

When a new service appears in one of the middleware environments, the
SPM detects it with the help of the Integrated Service List Manger (ISLM).
The ISLM manages a list of services which are running on each middleware by
polling each middleware services periodically. When it detects a service appears
or disappears on one of the middlewares it give a notification to the SPM so that
corresponding service proxies created or removed on each middleware.

The Proxy Code Loader in the SPM requests the proxy code for a discov-
ered new service and downloads it if it is available in the SPCS. The SPM then
generates a service proxy using a downloaded code and executes it in the Proxy
Execution Environment (PEE). The PEE provides execution environment where
SPs execute and it provides multiple middleware environments using the Mid-
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�

Fig. 2. Proxy Code Development Toolkit Architecture

dleware Support Module. The shaded part of the Figure 1 depicts the PEE.
The generated proxy can then communicate among different middlewares. The
Middleware Support Module can be easily added when a new middleware is
developed.

In Figure 1, when a new Service A appears in Middleware Y, the ISLM detects
it and makes the Proxy Code Loader download the corresponding proxy code
for Service A and execute it on the PEE. In this case, proxy codes of Service A
which is running in the Middleware X and Z (that is PA’ and PA” respectively)
are available at the SPCS, and service proxy PA’ and PA” are generated. Client
B has no problem in using Service A because they are on the same middleware.
Meanwhile, Client A or C can access Service A throughout service proxy PA’
and PA”. On the other hand, there is only one available code for Service C. In
this case, only one service proxy is generated on the Middleware Y.

When an original service leaves the network, the ISLM detects it and asks the
Proxy Code Loader to remove generated service proxies from each middleware.
This prevents too many proxies from running in the PEE simultaneously and
the load of our interoperability support system can be reduced.

4 Proxy Code Development Toolkit

In this section, we review the Proxy Code Development Toolkit in order to
develop a Service Proxy Code more easily. Even though our approach has a lot
of advantages compared to others, it requires as many as M*(N-1) service proxy
codes, where M is the number of services and N is the number of middlewares,
since our approach is based on service proxy. Requiring many service proxy codes
seems to be a burden for developers and to pose a serious problem in terms of
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the extensibility of our system. But please note that proxy codes are made
by many people such as device developers, service developers and application
programmers. Once they develop a proxy code for a service, they register it with
well-known Service Proxy Code Server and many applications share it. To help
proxy code developers, we suggest a development toolkit for service proxy code.
Much redundant work is done during the development of codes which we intend
to reduce through the use of the Proxy Code Development Toolkit.

In this paper, we describe the Proxy Code Development Toolkit very simply
(more detailed information can be found in [14]). The most important factor we
should consider for designing and developing a toolkit is that the service proxy
developer be able to implement service proxies easily and quickly. In addition,
if a new middleware appears, it must be able to easily add a module for it into
our system. As depicted in Fig.2, to meet the above requirements, our toolkit
consists of four components: Text Editor, Interface Manager, Package Manager,
and Service Proxy Packages: The Text Editor provides the interface upon which
the developer can program the code of a service proxy. The Interface Manager
manages common properties of a middleware for implementing a service proxy
easily; it also manages the interface for generating the function code of service
proxies. The Package Manager manages the Service Proxy Package, delivers the
source code of the framework to the Editor, and gives other information about
the framework to the Interface Manager. In Service Proxy Packages, there are
basic modules and descriptions for bridging two middlewares, for example, UPnP
to Jini bridging or Jini to UPnP bridging. Using this toolkit, we can develop a
proxy code with programming 10% of total lines.

5 Evaluation

Here we compare existing service interoperability approaches and our proposed
architecture. For evaluating these approaches, we consider the following 8 factors.
(Please refer back to Section 3.1 for the reasons we chose these factors.)

1. Completeness of interoperability
2. Accommodation of changes of legacy middlewares
3. Accommodation of new emerging middleware
4. The load of interoperability system
5. No Consciousness of desired service’s middleware
6. Interoperability support between more than 3 kinds of middlewares
7. Architectural Complexity
8. Development Cost

(a) Initial
(b) New service type
(c) Change of legacy middleware
(d) New middlewares

Protocol conversion-based schemes [9][10][11] have congenital limitations.
Translating whole protocol specification into other protocols is very complex
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Table 1. Comparison of various interoperability support approaches

���������Factors
Approaches

Protocol-
to-protocol
conversion

Integrated
middleware

Proxy-based Dynamic service
proxy

Factor 1 Low Medium High High

Factor 2 No No Yes Yes

Factor 3 No No No Yes

Factor 4 High High Medium Low

Factor 5 No No Yes[9], No[12] No

Factor 6 Yes Yes No Yes

Factor 7 Complex Complex Simple Simple

Factor 8 (a) Very High Very High Low Low
(b) Low Low High N ∗ (M − 1) High N ∗ (M − 1)
(c) High High Very low Very Low
(d) Very High Very High High Low

and requires huge costs in the early states. Whenever a change of legacy mid-
dlewares occurs, the whole system should also be modified, which may present
serious problems due to small errors during modification. The protocol-based
approach also requires common descriptions for each service in order to mediate
two middlewares. The problem remains of who will provide descriptions.

On the other hand, the proxy-based system has a lot of advantages as shown
in Factor 1, 2, 4 and 5 in Table 1. However, it requires as many as M*(N-1)
service proxy. In [9] and [12], they do not describe these issues. To overcome this
drawback, we design and implement a Proxy Code Development Toolkit.

Especially, comparing with other proxy-based approaches, our approach has
advantages in terms of number of middlewares that can be supported by the
interoperability system. Our proposed system supports interoperability between
more than three different types of middlewares. Also separating service advertise-
ment and discovery part from the interoperability support system in architecture
level, we achieve that our system can be easily expanded to accommodate new
emerging service discovery middlewares. The only thing for the accommodation
is to add new middleware support module.

We implement a sample application for testing our scheme. Participant enti-
ties for this application include the AXIX UPnP camera, X10 light, and a door
bell service written over Jini. The scenario is that if a visitor pushes a door bell,
then the Jini door bell service gives notification to a person in the room, and
he/she identifies the person and decides whether to allow him/her to open the
door using the UPnP camera service and X10 light service located on the side of
the door. For the development of proxy codes, we found that we do not need to
spend much time (less than 3 hours), and the duration gets shorter and shorter
in line with the development of more proxy codes. The number of lines which
are really programmed by developers are less than 10% of total lines of proxy
codes.
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6 Conclusion

We have presented a new architecture to provide a more complete and simple
interoperability among various service discovery middlewares without any mod-
ification of existing services and clients. Our approach provides more complete
interoperability and easy accommodation to the change of legacy middlewares,
separating the service advertisement and discovery part from the interoperability
support system -. We also reduced the load of integrated information manage-
ment of services by giving all the responsibility for advertising, discovering, leas-
ing, and service invoking.We implemented a prototype with sample application
which consists of UPnP, X10, and Jini services. The experiment result shows
that our approach is especially suitable to accommodate many different kinds
of middlewares for interoperability. And the Proxy Code Development Toolkit
greatly helps to develop proxy codes. It turns out that it can sufficiently alleviate
the drawback of our approach that is the load of preparation of proxy codes per
each service In the future, we will test our approach on more kinds of middleware
and enhance the convenience of our Proxy Code Development Toolkit.
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Abstract. Cooperation among nodes is a critical prerequisite for the
success of the relaying ad-hoc networks. Providing incentives for mobile
nodes to forward data packets for others has received increasing atten-
tion. In this paper, we propose a Quality of Relay (QoR)-based pricing
scheme to determine the price of the feedback incentives for intermediate
nodes based on the individual importance of each mobile node contribut-
ing to successful hop-by-hop connections. Simulation results indicate that
the QoR-based pricing scheme results in higher service availability than
the fixed-rate pricing scheme under different relationships between price
of feedback and willingness of forwarding packets. Moreover, the pro-
posed pricing scheme shifts incentives from the nodes of low importance
to the nodes of high importance in the networks so that it enhances
service availability with only a slight increase in relaying costs.

1 Introduction

Multi-hop cellular networks that integrate the characteristics of both cellular and
mobile ad hoc networks have received increasing attention. Several benefits have
been investigated from this new family of networks [2, 4, 12, 14]: (i) reducing
the number of the fixed antennas; (ii) conserving the energy consumption of
the mobile device; (iii) reducing the interference with other mobile nodes; (iv)
enhancing the service area of the network; (v) increasing the capacity of the cell.

In the hybrid networks, the communication between the mobile node and the
base station is relayed by a number of other mobile nodes. Therefore, cooperation
among nodes is a critical prerequisite for the success of the relaying ad-hoc
networks. Since forwarding data for others incurs the consumption of battery
energy and the delay of its own data, the assumption of spontaneous willingness
to relay data is unrealistic for autonomous mobile nodes [16]. Some research [7–
16] has described how to stimulate intermediate nodes to forward data packets in
multi-hop networks. Most works focus on its protocol and security aspects or just
employ fixed-rate pricing on number of packets or volume of traffic forwarded.
The major advantage of the fixed-rate pricing is that billing and accounting
processes are simple. However, the price of the feedback incentives is independent
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of the degree of each mobile node supporting relaying connections. Such approach
cannot react effectively to the individual impact of each mobile node on service
availability of the multi-hop cellular networks.

Service availability and operational costs are two major concerns of a net-
work provider for adopting multi-hop cellular networks. Monetary incentives
not only influence the motivation of the intermediate nodes supporting relaying
services but represent the costs of providing connection services in multi-hop
cellular networks. Therefore, the network provider should give appropriate feed-
back incentives to the intermediate nodes. In this paper, we propose a Quality
of Relay (QoR)-based incentive pricing scheme to encourage collaboration based
on individual degree of each mobile node contributing to successful hop-by-hop
connections. Simulation results indicate that the proposed QoR-based incentive
pricing scheme results in higher service availability than the fixed-rate pricing
scheme under different relationships between price of feedback and willingness
of forwarding packets. Moreover, the proposed scheme shifts incentives from the
nodes of low importance to the nodes of high importance so that it enhances
service availability with only a slight increase in relaying costs.

The rest of this paper is organized as follows. In section 2, we review existing
multi-hop cellular network models and incentive schemes. Section 3 describes
the detail of the proposed QoR-based pricing scheme. Section 4 presents the
simulation results and discussions. Finally, conclusions are made in section 5.

2 Literature Review

2.1 Multi-hop Cellular Network Model

Although many approaches in the literature have been proposed to improve the
performance of cellular networks and multi-hop networks in isolation, more and
more research focuses on integrating the cellular and multi-hop network models
to leverage the advantages of each other.

Opportunity Driven Multiple Access (ODMA) is an ad hoc multi-hop pro-
tocol that the transmissions from mobile hosts to the base station are broken
into multiple wireless hops, thereby reducing transmission power [1, 2]. Aggélou
et al. describe an Ad Hoc GSM (A-GSM) system that presents a network layer
platform to accommodate relaying capability in GSM cellular networks [3]. The
authors extend the standard GSM radio interface with sufficiently flexible ca-
pabilities to support relaying. Qiao et al. present a network model called iCAR
that integrates the cellular infrastructure and ad-hoc relaying technologies [4].
The proposed architecture places a number of Ad-hoc Relaying Stations (ARS)
at strategic locations to relay data from one cell to another cell. Load balancing
among different cells in the iCAR system not only increases system capacity,
but also reduces transmission power for mobile terminals. Wu et al. propose
a scheme called Mobile-Assisted Data Forwarding (MADF) to add an ad-hoc
overlay to the fixed cellular infrastructure and special channels are assigned to
connect users in a hot cell to its neighboring cold cells [5]. The authors find that
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under a certain delay requirement, the throughput can be greatly improved. Luo
et al. propose a Unified Cellular and Ad-Hoc Network (UCAN) architecture to
enhance the cell throughput. Each mobile device in the UCAN model has both
3G cellular link and IEEE 802.11-based peer-to-peer links. The 3G base sta-
tion forwards packets for destination clients with poor channel quality to proxy
clients with better channel quality [6].

2.2 Incentive Scheme

Much research has discussed the incentive schemes in pure ad hoc or hybrid
ad hoc networks. The approaches can be classified into detection-based and
motivation-based.

The detection-based approach finds out misbehaving nodes and mitigates
their impact in the networks. Marti et al. describe two techniques to improve
network throughput by detecting misbehaving nodes and mitigating their impact
in ad hoc networks [7]. They use a watchdog to identify misbehaving nodes and a
pathrater to avoid routing packets through these nodes. Although the proposed
solution fosters cooperation in ad hoc networks, it does not castigate malicious
nodes but rather mitigates the burden of forwarding for others. Michiardi et al.
suggest a mechanism called CORE based on reputation to enforce cooperation
among nodes and prevent denial of service attacks due to selfishness [8]. The re-
quest from the entity with negative reputation will not be executed. Buchegger
et al. propose a protocol called CONFIDANT to detect and isolate misbehaving
nodes, thus making it unattractive to deny cooperation [9]. Both two methods
discourage misbehavior by identifying and punishing misbehavior nodes. How-
ever, they do not involve using positive cooperation incentives in their methods.

The motivation-based approach provides incentives to foster positive coop-
eration in ad hoc networks. Buttyán et al. use a virtual currency called nuglets
as incentives given to cooperative nodes in every transmission [10]. The pro-
posed models do not discuss the number of nuglets should be feedback to the
intermediate nodes. Buttyán et al. also propose a mechanism based on credit
counter to stimulate packet forwarding [11]. The number of feedback nuglets de-
pends on the number of forwarding packets in this method. In [12], Jakobsson et
al. present a micro-payment scheme that fosters collaboration and discourages
dishonest behavior in multi-hop cellular networks. Packet originators associate
subjective reward levels with packets according to the importance of the packet.
Lamparter et al. propose a charging scheme in hybrid cellular and multi-hop net-
works, which would be beneficial for Internet Service Provider (ISP) and the ad
hoc nodes and thus motivates cooperation among mobile nodes [13]. The charg-
ing scheme is based on volume-based pricing models. A fixed price per unit is
rewarded for forwarding traffic irrespective of the network conditions. In [14], the
authors propose an incentive mechanism based on a charging/rewarding scheme
in multi-hop cellular networks. Both the charge of sending data and the reward
of forwarding data depend on the packet size in the proposed method.

In our previous work [15], we have proposed a dynamic incentive pricing
scheme to maximize the revenue of the network provider based on the actual
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network conditions. The proposed scheme adjusts the price of the feedback in-
centives according to the total number of the mobile nodes and do not consider
the individual contribution of each mobile node.

3 QoR-based Incentive Pricing Scheme

Most of the motivation-based approaches in the literature just employ fixed-rate
pricing for relaying services. However, because each mobile node has different
effects on supporting hop-by-hop connections, the base station should give more
incentives to the nodes of high importance so that it can make more mobile
nodes connect to the base station successfully.

3.1 Supply Function for Providing Relaying Services

Pricing is an inducer for suppliers to provide services. The price of the incentives
can affect the motivation of mobile nodes providing relaying services and is
usually characterized by a supply function that represents the reaction of mobile
nodes to the change of the price [17]. The general supply function describes that
the producers are willing to produce more goods as the price goes up. Here we
consider three forms for the supply function as follows [18]:

S1 : S(pv)=
pv

pmax
0 ≤ pv ≤ pmax, (1)

S2 : S(pv) =

{
e
−( pmax

pv
−1)2

when 0 < pv ≤ pmax

0 when pv = 0,
(2)

S3 : S(pv)=

{
1

( pmax
pv

−1)4+1
when 0<pv≤pmax

0 when pv =0,
(3)

where pmax is the maximum price that the network provider can feedback, pv

is the price of the feedback incentives for node v per unit of relay data. In our
scheme, pv is adjusted based on the degree of node v contributing to service
availability in the multi-hop cellular networks. The proposed pricing scheme en-
hances service availability by increasing the price of the feedback incentives for
the mobile nodes that affect more relaying connections. S(pv) denotes the possi-
bility of node v accepting the price to forward data packets. Note that S(0) = 0,
which means that node v will not relay traffic for others if no feedback is pro-
vided for relaying services. The willingness of forwarding packets increases as the
price of feedback increases. For pv = pmax, we have S(pmax) = 1, which means
that the maximum price is acceptable to all mobile nodes to provide relaying
services. Figure 1 illustrates the difference between the three supply functions
with various supply flexibility. S1 represents a linear relationship between price
of feedback and willingness of forwarding packets. S2 and S3 begin low for small
pv, then increase rapidly as pv gets into a mid-range. When prices are low, S1

is more sensitive to price changes. When prices are in the middle range, S3 is
much more sensitive than the others to small price changes.
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Fig. 1. The supply functions of price of feedback and willingness of forwarding packets

3.2 Proposed QoR-based Incentive Pricing Scheme

In this paper, we focus only on a single base-station cell as indicated in Fig. 2.
The base station can enhance the service area by adopting relaying connections
supported by the mobile nodes.

a

b 

c

A2

A3

Base Station 

Mobile Node 

A1

Service Area 

Fig. 2. An example of multi-hop cellular networks with a single base-station

In multi-hop cellular networks, data packets must be relayed hop by hop from
a given mobile node to a base station, thus the path availability from a mobile
node to the base station depends on the individual willingness of each mobile
node to forward packets on the routing path. Let Mx be the set of intermediate
nodes on the path from node x to the base station, then the path availability
between node x and the base station, PAx, is defined as follows:
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PAx =
∏

v∈Mx

S(pv). (4)

Since networking services provided by the base station are available for the
mobile nodes outside the coverage of the base station when the mobile nodes
can set up a hop-by-hop connection to the base station successfully, we define
the service availability of the relaying networks as the probability that a mobile
node outside the coverage of the base station but inside the service area can
connect to the base station.

In order to evaluate the degree of a mobile node contributing to the service
availability of the multi-hop cellular networks, we introduce a new metric called
Quality of Relay (QoR) as follows:

QoRv =
∑
i∈Cv

1
RIi

, (5)

Cv is the set of positions inside the coverage of the node v where the mobile
node requires hop-by-hop connections to reach the base station, RIi is the relay
index (RI) of position i that is defined to be the number of mobile nodes capable
of relaying traffic for a mobile node staying in position i. As the example indi-
cated in Fig. 2, RIi∈A1 is 1 because only node a can relay data for the mobile
nodes reside in area A1 ; RIi∈A2 is 2 because both node a and node b can relay
data for the mobile nodes reside in area A2 . The degrees of node a and node b
contributing to the service availability of networks are evaluated by their QoR
values as follows:

QoRa =
∑
i∈Ca

1
RIi

=
∑

i∈(A1∪A2)

1
RIi

= (A1 ∗ 1
RIi∈A1

) + (A2 ∗ 1
RIi∈A2

)

= A1 ∗ 1
1

+A2 ∗ 1
2

(6)

QoRb =
∑
i∈Cb

1
RIi

=
∑

i∈(A2∪A3)

1
RIi

= (A2 ∗ 1
RIi∈A2

) + (A3 ∗ 1
RIi∈A3

)

= A2 ∗ 1
2

+A3 ∗ 1
1

(7)

From above equations, QoRa is greater than QoRb because the coverage of
area A1 is larger than that of area A3. There are two conditions that node v has
a higher QoR value:

– The node v has larger Cv, which means it can support larger coverage where
mobile nodes necessitate hop-by-hop connections to reach the base station.

– The position inside Cv has lower RI value, which means the mobile nodes
inside Cv can be supported by fewer nodes. That is, the node v can provide
relaying services to the mobile nodes that others cannot support.
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Consequently, a node with a higher QoR value represents that it has more
contributions to the relaying capability of the networks, so that its high will-
ingness of forwarding data packets can enhance the service availability of the
networks. Since the higher QoR value represents that the resource of the mobile
node is more valuable, the base station should apply the QoR value of a mobile
node as a reference to give incentives for increasing the willingness of providing
relaying services.

Let N be the set of intermediate nodes capable of forwarding data for mobile
nodes to reach the base station, AQoR be the average QoR value of all nodes in
N , that is,

AQoR = (
∑
v∈N

QoRv)/(
∑
v∈N

1). (8)

Then, the proposed QoR-based incentive pricing scheme assigns the price of
the feedback incentives for node v, pv, as follows:

pv = p0 + (QoRv −AQoR) ∗ Rp

RQoR
, (9)

where Rp = min{p0, pmax − p0}
RQoR = max{max

v∈N
{QoRv}−AQoR,AQoR−min

v∈N
{QoRv}}

p0 is the price adopted in the fixed-rate pricing method. The proposed scheme
employs p0 as a basic price and derives pv according to the difference between
QoRv and AQoR. The parameter Rp

RQoR
aims to adjust pv in the interval [0, pmax].

4 Simulation Results and Discussions

We evaluate the performance of the proposed QoR-based incentive pricing scheme
in terms of service availability with different supply functions described in sec-
tion 3. The simulation environment is a rectangular region of size 400 units by
400 units with a single base station located in the central point. The radius of
the base station is 150 units and the radius of each mobile node is 100 units. For
different number of mobile nodes randomly distributed in the rectangular region,
the simulator computes the service availability of the networks, that is, the prob-
ability that a mobile node outside the coverage of the base station can connect to
the base station successfully. Since no routing topology is pre-constructed, herein
we assume the mobile nodes randomly select one of the neighboring nodes that
have relaying paths to the base station.

We compare the proposed incentive pricing scheme with the fixed-rate pricing
scheme. We adopt p0 (p0 = S−1(0.5), p0 = S−1(0.4)) as the fixed price in the
fixed-rate pricing scheme and the basic price in the proposed pricing scheme.
In Figs. 3 through 5, we observe that the QoR-based incentive pricing scheme
results in higher service availability than the fixed-rate pricing scheme under
various number of mobile nodes for different supply functions. According to Figs.
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3 through 5, we summarize the percentage of improvement in service availability
from the fixed-rate pricing scheme to the proposed QoR-based pricing scheme
for different supply functions in Table 1. Since costs is one of major concerns
that the network provider adopts multi-hop cellular networking model, we also
list the percentage of increase in relaying costs per connection that feedback to
the intermediate nodes in Table 1. By examining Table 1, we notice:

– The increase in service availability obtained in p0 (p0 = S−1(0.4)) is more
significant for S2 and S3. Because mobile nodes are more sensible to the
change of price of feedback in p0 = S−1(0.4) than that in p0 = S−1(0.5)
for both S2 and S3. The increase obtained by different basic prices are not
obviously distinct for the linear function S1 with constant supply flexibility.

– The QoR-based pricing scheme results in higher relaying costs per connection
than the fixed-rate pricing scheme. Because the QoR-based pricing scheme
gives more incentives to the nodes that affect more relaying connections to
enhance service availability. However, the proposed scheme also decreases
incentives for the node of low impact on relaying connections. Consequently,
the increase in relaying costs is much lower than that in service availability.

5 Conclusions

Service availability and operational costs are two major concerns of a network
provider adopting multi-hop cellular networking technology. In this paper, we
present a QoR-based incentive pricing scheme to enhance service availability by
adjusting the price of feedback incentives based on the degree of the mobile nodes
contributing to relaying services. The proposed method increases incentives for
nodes of high importance and decreases the incentives for node of low importance
so that it enhances service availability with only a slight increase in relaying costs.
Simulation results indicate that the QoR-based pricing scheme results in higher
service availability than the fixed-rate pricing scheme under different forms for
supply function of price of feedback and willingness of forwarding packets.

Table 1. Percentage of increase in service availability and relaying costs per connection
from fixed-rate pricing to QoR-based pricing for different supply functions

S1 S2 S3

po S−1
1 (0.4) S−1

1 (0.5) S−1
2 (0.4) S−1

2 (0.5) S−1
3 (0.4) S−1

3 (0.5)

Increase in service availability 10.05% 11.22% 23.64% 10.07% 34.76% 15.82%

Increase in relaying costs 4.12% 4.39% 4.41% 4.05% 4.44% 4.62%
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Fig. 3. Comparison of service availability by fixed-rate pricing and QoR-based pricing
under different number of mobile nodes with supply function S1
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Abstract. Many Researchers have tried to design mechanisms to resist
Distributed Denial of Service(DDoS) attacks. Unfortunately, any of them
has not been satisfactory. Recently, Yaar et al.[1] suggested Pi (short for
Path Identifier) marking scheme as one of solutions to thwart DDoS
attacks, which is fast and effective in dropping the false positive and
negative packets from users and attackers. They make use of the IP
Identification field of which length is 16 bits as marking section. Every
router en-route to the victim marks 1-bit or 2-bits by wrapping method
sequentially. The victim drops the false positive and negative packets
according to the attack markings list. The performance of Pi is measured
for marking bit size of 1 or 2 bits. This paper suggests the method to
decide the marking bit size dynamically in accordance with the number
of hop counts. The performance is quite improved, compared with the
existing one.

1 Introduction

Many Researchers have tried to design mechanisms to resist Distributed Denial
of Service(DDoS) attacks[1,3,4,5,6,7,8]. In the 25th of January, 2003, the MS-
SQL Slammer worm impacts on Korea backbone networks heavily because of the
high speed networks, the absence of DNS root servers, and the appliance of the
inappropriate packet filtering techniques, etc. According to the CAIDA report,
90% of the vulnerable MS-SQL servers was plagued in 10 minutes worldwide[9].
So, this type of attack must be blocked quickly. There are several methods
to defend against DDoS attracks. For example, IP traceback[7,10,11,12,13,14]
, pushback[8,15], etc. But these methods have a shortcoming not to drop attack
packets immediately because these need much time to collect the enough packets
and to reconstruct the path. A. Yaar et al. suggested the new method to drop
the attack packets on a per packet basis immediately using the static marking
scheme[1]. Better performance can be expected if the Pi marking scheme suitable
for every packet is applied to the routers en-route to the victim respectively. This

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 806–813, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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paper suggests the dynamic bit marking scheme. The remainder of the paper is
organized as follows : in Section 2 we review and analysis previous researches and
propose the new idea. In Section 3 we design the dynamic Pi marking scheme,
each router’s marking algorithms, and the filtering scheme in a given network
topologies. In Section 4 we compare the results from the A. Yaar et al.’s and
the dynamic marking bit scheme. In Section 5 there are conclusion and future
works.

2 Previous Researches

Three papers about the Pi marking and filtering scheme are published by now[1,6,
16]. In the first paper[1], the method is based on a per packet, not a per flow,
and not a per network basis. Every router marks 1 bit or 2 bits on the 16 bit
IP Identification field of packets en-route using TTL. By using the deterministic
characteristics - all packets traversing the same path carry the same marking
value, the victim can drop the attack packets from the upstream router imme-
diately. The paper concludes that the 2 bit marking scheme is better than the
1 bit one in the performance of filtering packets in the average 15 hop count
network topology. But this scheme is surmised less effective because of the static
properties. In the second paper [6], the author tries to find the most proper
marking size n (=1, 2, and so on) for the given Internet data set from CAIDA’s
Skitter Map because the marking size n is the most important parameter. It is
concluded that, for less than 13 hop counts, 2-bit marking scheme’s false ratio
is lower than 1-bit. This scheme is fixed also even if the appropriate number of
hop counts is tried to be found to decide the scheme. In the third paper [16], the
Pi marking scheme not using TTL is experimented. In the case of using TTL,
there are garbage basically on the marked position of the Pi Identification field
of the packets because legacy routers don’t mark the ones en-route. It turns out
to raise false positive. In this paper, only the routers of this scheme mark the Pi
value of the router’s IP address on the right bit of the Identification field of the
packets after shifting Pi value to the left direction. This paper results in better
performance. But the static scheme is applied also. If we can decide the marking
scheme n=1 or 2 according to the distance from the source to the destination,
we can expect better Pi packet filtering performance. In this paper, the dynamic
Pi marking scheme is applied for the better performance, and the differences
between this scheme and the existing scheme is analyzed.

3 Design Schemes

3.1 Assumptions

This paper assumes the followings. (1) Every router has the same marking
scheme or not in order to experiment to the legacy ratio. (2) The initial value of
TTL is affordable to 255 because the TTL field length is 8 bits. (3) There are no
changes in the network topologies for experiment because the appropriate hop
count x must be fixed after x is acquired dynamically.
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3.2 Pi Marking Scheme

The Basic Scheme
The left 1 bit of the 16 bit IP Identification field is used to register the decided
marking scheme - “1” for the 1 bit marking scheme and “00” for the 2 bit
marking scheme because of the usefulness to modulate TTL with even number.
We use the wrapping method3 as a marking one basically. Therefore the limited
marking space causes routers close to the victim to overwrite the markings of
routers farther away from the victim. In the case of n=1, the maximum number
of markings is 15 if no rewriting occurs. It is reason that the marking starts at the
2nd bit from the left. The position to be marked is decided to the value of TTL
modulo 15. In this case, the marking space is 215 = 32768 because the possible
marking bit size is 15. This marking scheme can be more [double] exploitable to
the saturation attack than in 16-bit marking space. The position to be marked is
TTL modulo 15 In the case of n=2, the right 14-bits is used for marking except
the left 2-bits because of multiple by 2. The maximum number of markings is 7
if no rewriting occurs. It is reason that the marking starts at the 3rd bit from
the left. The position to be marked is (TTL modulo (14/2)) * 2 In this case, the
marking space is 214 = 16384, which is 1/4 of 216. So, this marking scheme can
be more exploitable to the saturation attack than in 16-bit marking space. Less
the marking space, higher the possibility of rewritings.

Algorithm to Find the Appropriate Hop Count Deciding the Pi Mark-
ing Scheme
Let’s discuss the dynamic bit marking scheme. It is necessary to find the appro-
priate hop count x deciding the Pi scheme in a given network topology. Because
network topology is not changed frequently, x can be used for a long time as
long as the network topology is unchanged. Precisely, x can be managed as a
global parameter. To find x, we must calculate the false rate when n=1 and n=2
as A. Yaar et al. experimented. Maybe, the false rate for n=1 is higher than for
n=2 under x. On the contrary, the false rate for n=2 is higher than for n=1. By
applying the curve fitting method to the false rate, we can acquire the appropri-
ate polynomials for n=1 and 2. Also, we can find the real number x such that
a1x

k + a2x
k−1 + · · ·+ ak (if n = 1) = b1x

j + b2x
j−1 + · · ·+ bj(if n = 2)(See

Fig.1). It is not good that x is approximated to the nearest natural number be-
cause it is not easy to decide which marking scheme is more appropriate when
the approximated natural number is the same to the later traceroute results. For
example, if x is the one of 9.7 or 10.3, then x will be 10. To send any packet,
we do traceroute and have the hop count 10 as the distance. In this case, we
can not decide the marking scheme. To find the initial value of x, it is necessary
to create some data set to be analyzed because there are no data set at first.
Therefore any meaningless value is assigned to x initially. Later, we find the
appropriate x using Fig.1 after analyzing the data set collected for some period.
So, the source host writes the value of the Pi marking scheme on the left 1-bit
of the Identification field of packets which will be sent.

3 According to the TTL modulation, the marking position is moved to the right, at
the end, moved to the first position. The marking position is circulated.
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Hop counts

false 
rate

n=2

n=1

x

Fig. 1. The appropriate hop count deciding Pi marking scheme n=1 or 2

/∗ Algorithm to Initialize Pi and to decide the value of the Pi marking scheme ∗/
Pts= Pi mark of the packets
InitializeOfPiMark(Pts, hop cnt) /∗ x : the appropriate hop count ∗/
{

extern x;
Pts = 0; /∗ initialize ∗/
if ((real)hop cnt > x) Pts = (1 � (16 - 1)); /∗ in the case of n=1 ∗/

};
To find x, 10,000 packets are made from CAIDA’s Skitter Map. Then, false

ratio is found for every hop count for n=1, 2 respectively. We know that x is
about 10.3.

 

Fig. 2. False ratio of 1-bit and 2-bit for every hop count

Router’s Pi Marking Algorithm
The routers en-route confirm the value of the Pi marking scheme and mark its
marking value on the Identification field of incoming packets. The position to
be marked is decided according to TTL modulo. The marking router hashes
its IP address with MD5, accepts the right n-bits, and marks the value of the
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right n-bits on the appropriate position of the Identification field of the incoming
packets to the right as many [18]. MD5 is used to solve the problem that the
distribution of the right n-bits of the IP addresses of the routers can be highly
skewed[18].

Pts= Pi mark of the packets
n = number of bits each router marks
Pimark(Pts, TTL, Cur IP)
{

z = (Pts ≫ 15); /∗ the bits leftside are filled with ‘0’ ∗/
if (z = 0) { n = 2; y = 14;
} else { n = 1; y = 15;}
m = 2n - 1;
b = markingbits(Curr IP) & m; /∗ markingbits(Curr IP) = MD5(Curr IP) to
normalize the distribution ∗/
bitpos = (TTL mod [y/n]) n;
b � bitpos; m � bitpos;
return((Pts & ∼m) | b);

}

Filtering Scheme
This section describes how the victim can make use of the Pi marks to filter
incoming packets during DDoS attacks. Here, two methods are applied.

• Basic Filtering Scheme
This scheme is to record the markings of identified attack packets and to
drop subsequent incoming packets matching any of those markings. It has
some characteristics as follows [1]. (1) This filter provides little flexibility to
the victim. (2) This filter has very fast attack reaction time. (3) This filter
requires few memory resources : 215 + 214 bits. (4) The victim has two vec-
tors. The one is in the case of n=1. The i-th value of a bit-vector of length
215 is 0 if packets with the i-th Pi mark are to be accepted, 1 if packets
with the i-th Pi mark are to be dropped. The other is in the case of n=2.
The i-th value of a bit vector of length 214 is 0 if packets with the i-th Pi
mark are to be accepted, 1 if packets with the i-th Pi mark are to be dropped.

• Threshold Filtering Scheme
If the marking saturation attacks come in the basic filtering scheme, the
victim misrecognizes the normal packets for attack packets and drops the
normal ones. Therefore the packets must be dropped above the some level
of attack packet ratio. This is only the threshold(Ti). The threshold is as
follows: Ti = ai/(ai + ui) where ai is the number of attack packets and ui is
the number of user packets for 0 < i < 215 if n=1 and 0 < i < 214 if n=2.
The packet filtering on the dynamic Pi scheme environment can be deployed
not only on the ISP’s side of the last hop link, but also at end-host in the
ISP4.

4 In the Kim et al.’s paper, it is suggested that it is appropriate to apply 2 bit marking
scheme on the ISP’s side because the distance(hop counts en-route) is short [16].
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4 Simulation and Results

4.1 Experiment

The followings are experimented for n=1, 2, and the proposed scheme respec-
tively. (1) We choose 5,000 paths at random from one of our Internet data sets
of CAIDA’s Skitter Map. (2) Each end-host at a path sends three packets to the
victim in learning phase [1]. (3) The victim makes the attack markings list. (4)
Each end-host at a path sends one packet to the victim in attack phase [1].

4.2 Simulation

For the marking scheme n=1, 2, and the dynamic Pi marking scheme, we repre-
sent user acceptance ratio and attacker acceptance ratio in graphs. We can see
acceptance ratio gap for each scheme in graphs. The acceptance ratio gap should
be found for the threshold 0, 0.25. We can choose the appropriate Pi marking
scheme according to the threshold values. The properties and performance of
the marking schemes will be compared each other.

4.3 Results

Fig.3 describes the user(normal) and attacker(attack) acceptance ratio for each
scheme. We see that the ratio gap of the proposed scheme is bigger than the
n=1, n=2. We know that the drop ratio is high for abnormal packets and low
for normal packets (user packets). It means that the filtering performance of the
proposed scheme is high. In Fig.4 the acceptance ratio gap is presented when
the routers are legacy rate 0.25.

5 Conclusion

In A. Yaar et al’s paper, the static marking scheme is proposed. It has demerits
which can not reflect the variation of the distance from the source host to the vic-
tim. On the other hand, this paper shows that if the appropriate marking scheme
is adopted dynamically according to the network properties and the distance dis-
tribution we can expect better results. In this paper, there are some problems to
be solved. First, the router’s traceroute service is prohibited occasionally against
hacker’s attacks. As a result, we cannot count the distance. The acceptance ratio
will be studied in the network topology including the routers which don’t pro-
vide traceroute service. Second, it is necessary to study the method using the left
2-bits for registering the Pi marking scheme. For example, “00”,“01”,“10”,“11”
can be registered on the left 2-bits of the Identification field of packets. Assume
that only “01” and “10” are used for Pi marking. Then it has a merit that “00”
and “11” packets5 are dropped absolutely but demerit that the marking space is
5 The bits for registering the Pi marking scheme can be filled with “00” for legacy

router and “11” for the routers which don’t provide traceroute service. In this case,
the value of the Pi marking scheme registering bits can not be used to decide whether
the packets are normal or not any more.
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Fig. 3. Pi Filtering with 0% threshold

 

Fig. 4. the Pi filtering performances of Pi marking schemes for legacy ratio
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small. Last, it is necessary to study deeply the relationship between the marking
space and the performance. The fact that the marking space is small means that
the possibility of the same valued marking packets is high. The drop rate against
attack packets is smaller as long as the acceptance ratio gap is smaller.
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Abstract. Home network environments provide telemetering services
through AMR (Automatic Meter Reading) systems. For households’ con-
vienience, the AMR system automatically inspects gas, water, and elec-
tricity meters at the remote site. Since this telemetering information
is associated with billing, it must be secure. So, it is necessary to de-
sign a security protocol for AMR systems. In this paper, we adapt dis-
crete logarithm based multi-signcryption to an elliptic curve based multi-
signcryption protocol, for the purpose of efficiency. And, we propose a
secure mobile agent protocol for AMR systems using the elliptic curve
based multi-signcryption. Our protocol efficiently provides user authen-
tication, integrity and confidentiality of telemetering information.

Keywords. mobile agent, multi-signcryption, home network, AMR system,
security.

1 Introduction

Recently, interest of home networks has rapidly increased. A home network is
the configuration of two or more home devices enabling the mutual transfer
and sharing of communications and data. It can provide information service,
entertainment service, control service, education service, and medical service to
home users. Among these home network services, the control service includes
functions of telemetering, home appliance control and remote control[8,9].

An AMR system is a telemetering system that automatically inspects various
kinds of meters such as electricity meters, water meters and gas meters at a
remote site through a specific communications medium, and without a need for
human meter readers. So, using an AMR system, we can prevent mistakes in
billing due to human error. With an AMR system in place criminals will also be
unable to disguise themselves as meter readers[1,2].

Since the charges for gas, water and power are associated with usage, data
collected through telemetering must not be forged or modified. So, the AMR
system must provide user authentication and integrity of the telemetering data.
Moreover, the AMR system must provide confidentiality of the telemetering data
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to prevent criminals, such as burglar, from monitoring usage as a way of pre-
dicting when householders will be absent. However, most existing AMR systems
don’t provide security services such as confidentiality, integrity and user authen-
tication. Even if a few AMR systems provide confidentiality, they don’t guarantee
user authentication and integrity[1,2]. Therefore, it is necessary to develop a se-
curity protocol that provides user authentication, integrity and confidentiality of
the telemetering data in home network environments. In this paper, we propose
a secure mobile agent protocol using an elliptic curve based multi-signcryption
for AMR systems in home network environments.

Multi-signcryption protocol is an extension of signcryption protocol[10] for
multi-users. Since it fulfills both the functions of encryption and digital multi-
signature for multi-users, it efficiently provides user authentication, message in-
tegrity, and confidentiality[4,6,7]. So, we choose a multi-signcryption protocol
to provide security services for AMR systems. But, in a low resource environ-
ment, due to the low computational cost and storage cost of EC (Elliptic Curve)
based protocols, the natural choice for cryptographic protocols would be an
EC implementation[3]. So, for efficiency, we have adapted a DL (Discrete Log-
arithms) based multi-signcryption protocol to the EC based multi-signcryption
protocol. We call it EC Multi-Signcryption protocol, and we have used it to de-
sign a secure mobile agent protocol. A mobile agent can migrate from host to host
and act autonomously, so, it can collect a household’s telemetering data without
continuous network connection between the AMR server and home gateways[9].
We expect that the mobile agent will be useful in improving efficiency for home
network environments. Moreover, using EC Multi-Signcryption, our mobile agent
protocol provides user authentication, integrity and confidentiality of the teleme-
tering data.

The rest of this paper is organized as follows. In section 2, we describe back-
ground concepts and related works. In section 3, we present a basic solution for
secure AMR systems. In section 4, we propose a secure mobile agent protocol
using EC Multi-Signcryption for AMR systems in home network environments.
In section 5, we discuss the security of our mobile agent protocol. And then we
analyze performance of the basic solution and our mobile agent protocol. Finally,
we draw our conclusions.

2 Background Concepts and Related Works

In this section, we define the notations for this paper and describe the teleme-
tering services in home network environments. And then, we briefly explain the
concepts of multi-signcryption protocols and mobile agents.

2.1 Notations

– Homei : the i-th home gateway which belongs to the i-th home
– Cent : the management center of an apartment complex
– SP : the service provider that provides gas, electricity, and water
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Fig. 1. Home network environments for telemetering service

– Ea,b : an elliptic curve over a finite field GF (pm), either with p ≥ 2150,
m = 1 or p = 2, m ≥ 150 ( Ea,b: y2 = x3 + ax + b(p > 3), Ea,b: y2 + xy =
x3 + ax2 + b(p = 2), 4a3 + 27b2 �= 0 (mod p))

– q : a large prime number whose size is approximately of |pm|
– G : a point with order q which is chosen randomly from the points on Ea,b

– ENCK(·), DECK(·) : the encryption and decryption algorithms of a private
key cipher system with the key K

– H(·), hash(·) : a one-way hash function
– xi : the secret key of the i-th householder who uses the Homei, xi ∈R

[1, ..., q − 1]
– Yi : the public key of the i-th householder who uses the Homei, Yi = xiG

2.2 Telemetering Service in Home Network Environments

We propose a mobile agent protocol that provides secure telemetering services
for the households of a cyber apartment complex. The cyber apartment is a
relatively new concept in housing, characterized by built-in broadband services
and home network services. In the cyber apartment, many homes and offices
of the apartment complex are connected with each other through a LAN. A
cyber apartment is connected with other home networks through the Internet,
and households can access Internet services through their own home gateways[9].
The home gateway controls the digital meters for gas, electricity, water and so
on, and it manages this usage data. The AMR server of a management center
collects and manages the telemetering data of all households in the complex. We
assume that an agent platform such as Java is embedded in the AMR server
and the home gateways. After the SP transmits the total usage and rates to the
Cent, the Cent collects each household’s telemetering data by using a mobile
agent, or MA. The Cent allocates the gas, power, water charges according to
each household’s usage. And then, the Cent transmits the information on the
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each household’s usage and charges to the SP . The home network environments,
where the secure telemetering services are provided, are shown in Figure 1. We
assume that a secure channel such as SSL is established between the Cent and
the SP , and they can communicate securely. Besides, the Cent, the households,
and the SP register their public keys at the CA (Certification Authority), and
receive their certificates from the CA.

2.3 A Multi-signcryption Protocol

The multi-signcryption protocol is a cryptographic method that fulfills both the
functions of secure encryption and digital multi-signature for multi-users, at a
cost smaller than that required by multi-signature-then-encryption[4,6,7].

Recently, Mitomi and Miyaji first proposed a multi-signcryption protocol
which combined a multi-signature with the encryption function[4]. However,
since their protocol can not provide message confidentiality, it cannot prevent a
malicious attacker from obtaining the information in the messages. Pang, Cata-
nia and Tan proposed a modified multi-signcryption protocol to achieve message
confidentiality[6]. However, since their protocol fixes the order of multi-signers
beforehand, it does not satisfy the need for order flexibility. Moreover, it cannot
provide non-repudiation. Seo and Lee analyzed the weaknesses of these previous
multi-signcryption protocols and proposed a new multi-signcryption protocol[7].
We call it the Seo-Lee protocol. Their protocol provides not only message confi-
dentiality, non-repudiation and order flexibility but also other requirements for
secure and flexible multi-signcryption. Moreover, It is more efficient than any
other protocols. Therefore, in this paper, we adapt a DL based Seo-Lee protocol
to the EC based multi-signcryption protocol, and use it to design our secure
mobile agent protocol.

2.4 A Mobile Agent

A mobile agent is a program or an object that consists of code, data, and its
current execution state. It can migrate autonomously from host to host during
its execution, and perform computations on behalf of the user. So, using a mobile
agent, we can reduce network traffic, overcome network latency, and allow for
increased asynchrony between clients and servers[9]. In this paper, we use a
mobile agent to collect the telemetering data efficiently. By using the mobile
agent, which can migrate autonomously among home gateways and the AMR
server, it is unnecessary to continuously maintain a network connection between
the AMR server and the home gateways. So, remote interactions and network
traffic can be reduced.

3 A Basic Solution

In this section, we present a basic solution for secure telemetering services by ap-
plying an EC based signature protocol to existing AMR systems. Since existing
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AMR systems provide only confidentiality of data, we append the EC-DSS (El-
liptic Curve based Digital Standard Signature) scheme[5] to the existing AMR
system for user authentication and integrity of data.

We assume that the existing AMR system already establishes a common se-
cret key Ki between Homei and the AMR server of the Cent, and provides
confidentiality through a private key cipher algorithm with Ki. Our basic solu-
tion is as follows.

[EC-DSS Generation and Encryption phase]

1. Homei generates a signature on the telemetering data Mi as follows:
(a) Homei chooses random ki ∈R [1, ..., q − 1], and computes ri = kiG

(mod q)
(b) Homei computes si = (H(Mi) + rixi) · ki

−1 (mod q)
2. Homei encrypts Mi with Ki, i.e, it generates Ci = ENCKi(Mi).
3. Homei sends (ri, si, Ci, IDi) to the Cent.

[EC-DSS Verification and Decryption phase]

1. After the Cent receives (r1, s1, C1, ID1), (r2, s2, C2, ID2), ...,(rn, sn, Cn, IDn)
from home gateways, it decrypts the Ci and obtains the telemetering data
Mi of Homei.

2. Cent verifies the signature (ri, si) of Homei as follows:
(a) Cent computes ri

′
= (H(Mi)G+ riYi) · si

−1 (mod q).
(b) Cent checks ri = ri

′
.

4 A Secure Mobile Agent Protocol Using EC
Multi-signcryption

In this section, we modify DL based multi-signcryption into EC based multi-
signcryption, and we propose a secure mobile agent protocol for telemetering
services in home network environments. Our protocol consists of four procedures
such as registration procedure, mobile agent creation procedure, mobile agent
execution procedure, and mobile agent arrival procedure. It provides confiden-
tiality and integrity for the telemetering data, and user authentication using EC
Multi-Signcryption. An overview of the proposed protocol is shown in Figure 2.

4.1 Registration Procedure

In this procedure, each householder Ui(1 ≤ i ≤ n) registers his own public key
and address at the management center, Cent.

1. Ui gives his public key certificate and address information to the Cent.
2. After the Cent checks Ui’s identity and address, it stores Ui’s identity IDi,

public key Yi, address, and Homei information in the database of the RA
(Registration Authority).
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Fig. 2. Overview of the proposed protocol

4.2 Mobile Agent Creation Procedure

In this procedure, the Cent calls a mobile agent MA and determines the mi-
gration path of MA, MAroute = Home1||Home2||...||Homen. Then it creates a
telemetering request message req, and generates a signature on req as follows:

1. Cent chooses kC ∈R [1, ..., q − 1] and computes RC = kCG.
2. Cent computes rC = H(req||IDC ||RC) (mod q) and sC = (xC + rC) · k−1

C

(mod q).

Cent gives req, MAroute, and signature, (IDC , rC , sC) to the MA, and the MA
migrates to the first household’s home gateway, Home1 with them.

4.3 Mobile Agent Execution Procedure

1. After the MA has migrated to Homei(1 ≤ i ≤ n), Homei checks the req
and MAroute.

2. Homei verifies the Cent’s signature and generates the EC Multi-Signcryption
on its telemetering data, Mi as follows:

[ Verification phase of the Cent’s signature]
(a) Homei computes R′

C = sC
−1 · (YC + rCG) = sC

−1 · (xC + rC)G = kCG.

(b) Homei checks whether H(req||IDC ||R′
C) (mod q) = rC , or not. If the

equation holds, then it performs the following EC Multi-Signcryption
phase. Otherwise, it reports the failure to the Cent.

[ EC Multi-Signcryption phase]
(a) Homei chooses ki ∈R [1, ..., q − 1], and computes a session key Ki =

hash(ki · YC) = hash(ki · xCG) by using the Cent’s public key and ki.
(b) Homei computes the signature ri = H(Mi||IDi||Ki) + ri−1 (mod q)

and si = (xi + ri) ·ki
−1 (mod q) by using received ri−1(1 ≤ i ≤ n, r0 =

rC) from MA. And, it generates Ci = ENCKi(IDi||Mi) by encrypting
(IDi,Mi) with Ki. The EC Multi-Signcryption message is composed of
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the multi-signature (ri,si) and the cipher text Ci. (ri,si) are for user
authentication and the integrity of Mi, and Ci is for the confidentiality
of Mi.

3. Homei gives the EC Multi-Signcryption message (IDi, ri, si, Ci) to the MA.
Here, ri(1 ≤ i ≤ n) is connected to ri−1. So, if the Cent knows only rn

of the last signer, Homen, then it can compute ri of the previous signers,
Homei(1≤ i ≤ n−1). Therefore, theMA removes ri−1 from (ID1, s1, C1), ...,
(IDi−2, si−2, Ci−2), (IDi−1, ri−1, si−1, Ci−1), and it stores (IDi, ri, si, Ci).

4. If i = n, then MA migrates from the Homen to the Cent. Otherwise, the
MA migrates from the Homei to Homei+1.

4.4 Mobile Agent Arrival Procedure

After the MA finishes the travels of the migration path MAroute, it arrives at
the Cent.

1. MA gives (ID1, s1, C1), ..., (IDn−1, sn−1, Cn−1), and (IDn, rn, sn, Cn) to the
Cent.

2. Cent performs the following EC Multi-UnSigncryption to verify and decrypt
the EC Multi-Signcryption message.

[ EC Multi-UnSigncryption phase]

(a) For i = n, ..., 3, 2, 1, Cent computes the session key K ′
i using its private

key xC , Homei’s public key Yi, and (ri, si).
i. Cent computes ui = xC · si

−1 (mod q) and K ′
i = hash(ui · riG +

uiYi) = hash((ri + xi) · uiG)= hash(xCkiG).
If K ′

i = Ki, then the Cent can decrypt Ci. And it can obtain the
telemetering data Mi and IDi of the Homei.

ii. Cent computes ri−1 = ri −H(Mi||IDi||K ′
i) (mod q). If the signa-

ture, ri−1, is recovered then the Cent lets i = i − 1 and performs
steps i and ii again.

(b) If the verification is finished correctly then the Cent can confirm its own
signature, rC(= r0).

3. If the EC Multi-UnSigncryption phase is performed successfully and all
telemetering data M1, ...,Mn of Home1, .., Homen are decrypted, then the
Cent stores M1, ...,Mn.

4. Cent terminates the MA’s execution.

5 Analysis of the Proposed Protocol

In this section, we analyze the security of our mobile agent protocol according
to the security requirements of message confidentiality, message integrity, user
authentication, non-repudiation, and robustness. Then we analyze the efficiency
of our protocol in comparison with the basic solution.
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5.1 Security Analysis

1. Message confidentiality: Message confidentiality means that it is compu-
tationally infeasible for a malicious attacker to gain any partial information
on the content of the EC Multi-Signcryption message. In our protocol, if an
attacker intercepts the mobile agent,MA, and searches the data in MA, then
he can obtain the EC Multi-Signcryption messages (ID1, s1, C1), (ID2, s2, C2)
, ..., (IDn, sn, rn, Cn) of the telemetering data M1,M2, ...,Mn. And the at-
tacker can compute si

−1 · (ri · G + Yi) = kiG(1 ≤ i ≤ n) from the EC
Multi-Signcryption messages. But, since the attacker cannot know Cent’s
private key, xC , he cannot compute session keys due to the difficulty of the
elliptic curve discrete logarithm problem[5]. Therefore, it is computationally
infeasible for the attacker to gain any information of the telemetering data,
M1,M2, ...,Mn. Our protocol provides confidentiality for the telemetering
data.

2. Message Integrity: Message integrity means that the communicated EC
Multi-Signcryption messages cannot be manipulated by unauthorized at-
tackers without being detected. Assume that a malicious attacker modifies
Homei’s telemetering data and tries to forge Homei’s (1 ≤ i ≤ n) EC Multi-
Signcryption message, (IDi, ri, si, Ci). The attacker can create the forged
telemetering data M ′

i by modifying Mi of Homei. And then, he chooses
k′i ∈R [1, ..., q − 1] and can compute the session key K ′

i = hash(k′i · YC) =
hash(k′i · xCG) by using the Cent’s public key and k′i. Moreover, the at-
tacker can use the ri−1 by eavesdropping on the MA, and he can generate
signature r′i = H(M ′

i ||IDi||K ′
i)+ri−1 (mod q). But, since the attacker can-

not know the Ui’s private key xi, he cannot compute s′i = (xi + r′i) · k′i−1

(mod q). Even if he chooses a random x′i and computes s′′i = (x′i + r′i) · k′i−1

(mod q), the Cent can verify that s′′i is forged signature in the EC Multi-
UnSigncryption phase. Therefore, the attacker cannot modify the teleme-
tering data and cannot forge the EC Multi-Signcryption message. So, our
protocol provides integrity for the telemetering data.

3. User authentication: User authentication means the process whereby one
party is assured of the identity of the second party involved in a protocol, and
of whether the second party has actually participated. In our protocol, the
Cent can confirm the identity of householder, Ui, through the IDi included in
the EC Multi-Signcryption message. In the EC Multi-UnSigncryption phase,
the Cent can assure that Ui actually participated. So, our protocol provides
user authentication.

4. Non-repudiation: Non-repudiation means that neither householders nor
the Cent can falsely deny later the fact that he generated a EC Multi-
Signcrytion message. In our protocol, non-repudiation is provided as follows.
Since each EC Multi-Signcryption message includes the householder Ui’s
(1 ≤ i ≤ n) private key, xi, anyone who does not know xi cannot generate
an EC Multi-Signcryption message instead of Ui. Therefore, if Homei of Ui

generates the EC Multi-Signcryption, he cannot falsely deny later the fact
that he generated it.
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5. Robustness: Robustness means that if the signature verification on a mes-
sage fails, then it prevents such unauthentic messages from damaging a re-
ceiver. In our protocol, After the Cent receives the EC Multi-Signcryption
message from the MA, if the verification of K ′

i = hash(xC · si
−1 · riG+ xC ·

si
−1 · Yi) = hash(xCkiG) fails, then the Cent cannot compute the session

key, Ki. So, since it cannot decrypt the cipher text Ci, it can prevent dam-
age by an unauthentic message or malicious code in the MA. Therefore, our
protocol provides robustness.

5.2 Efficiency Analysis

We evaluate our protocol from a point of view of computational cost and commu-
nication overhead, and compare our protocol with the basic solution. We use the
number of point multiple and modular multiplication to measure the computa-
tional cost, and the communicated message size to measure the communication
overhead.

For convenience, we assume the following conditions: (1) we denote the num-
ber of home gateways by n and the message size by |M | bits; (2) the size of q
is set to 160 bits; (3) the output size of the cryptographic hash functions is 160
bits.

In the basic solution, since all Homeis transmit EC Multi-Signcryption mes-
sages (IDi, ri, si, Ci)(1 ≤ i ≤ n) to the AMR server of the Cent at the some
time, a network bottleneck can be happened. The total communication overhead
of the basic solution is n · |M |+ n · |q|+ n · |H(.)| = n · (|M |+ 320). But, in our
protocol, the total EC Multi-Signcryption messages from Home1 to Homen are
(ID1, s1, C1), ..., (IDn−1, sn−1, Cn−1), (IDn, rn, sn, Cn), and the communication
overhead is n · |M | + (n + 1) · |q| = n · (|M | + 160) + 160. So, when compared
with the basic solution, our protocol reduces the communication overhead to,
at most, 50%. The amount of EC Multi-Signcryption messages to be stored in
the AMR server can also be reduced to, at most, 50%. Moreover, since the MA
migrates autonomously and transfers EC Multi-Signcryption messages either be-
tween Homei and Homei+1 or between Homei and the AMR server, the total
remote interaction and network traffic can be reduced between them.

In the computational cost of our protocol and the basic solution, the point
multiple is 1 for Homei(1 ≤ i ≤ n) and 2n for the AMR server. In the case of
160-bit modular multiplication, our protocol is 1 for Homei(1 ≤ i ≤ n) and 2n
for the AMR server, but the basic solution is 2 for Homei(1 ≤ i ≤ n) and n for
the AMR server.

We have, so far, assumed that the same secret key Ki established previously
between the Homei(1 ≤ i ≤ n) and the AMR server in the basic solution, and
evaluated the efficiency of the basic solution without computational and com-
munication costs for key establishment. However, key establishment is complex,
it results in heavy computational cost and communication overhead. If the se-
cret key is fixed in the basic solution, ”key freshness” cannot be provided. If the
basic solution simply refreshes the secret key periodically, then it can provide
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”key freshness.” But it has another security problem, i.e. it cannot provide ”for-
ward secrecy” or ”backward secrecy”, and it is not secure against ”known-key
attack”[5]. Therefore, if we add a key establishment phase to the basic solution
for overcoming these security problems, then the computational cost and com-
munication overhead of the basic solution increase, and the efficiency decreases.

Unlike the basic solution, our protocol does not need a key establishment
phase. So, our protocol is more efficient than the basic solution.

6 Conclusions

AMR systems efficiently provide telemetering services in home network environ-
ments. Since telemetering data such as gas, water, and electricity usage should
not be forged or modified, a security protocol that guarantees confidentiality,
integrity, and user authentication is necessary.

In this paper, we proposed a new secure mobile agent protocol for AMR
systems in home network environments. To provide efficient security services,
we adapted DL based multi-signcryption to EC based multisigncryption. And
then we used this scheme to propose a secure mobile agent protocol. Our protocol
can efficiently provide user authentication, non-repudiation, robustness, integrity
and confidentiality of telemetering data. We expect that our protocol will be
adopted to provide security services for AMR systems.
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Abstract. We propose an efficient scheme called MDS (Multiplexed
Digital Signature) to digitally sign on real-time stream of which appli-
cation especially requires multiple sessions. A typical scenario is that
a source multicast multimedia contents over the Internet using several
RTP/RTCP sessions. With a system using a previously proposed stream
authentication scheme directly, both the computation and the transmis-
sion overhead are linearly increased in proportional to the number of
sessions to be opened. This is mainly because existing schemes have only
taken a single session into account. MDS is well suited for supporting
data origin authentication efficiently in such a scenario.

1 Introduction

Many Internet applications have already taken advantage of the multimedia
streaming technology. It is out of doubt that real-time streaming will be more
and more employed by virtue of the capability to timely transmit multimedia
contents. Examples of applications include multimedia contents distribution ser-
vice, on-line education, news feeds, and others. In such applications, multicast
enables the source to transmit multimedia streams to a group of receivers ef-
ficiently. However, multicast is more complicated to deploy than unicast and
there exist several problems that still remain to be solved [1]. Among of those
challenging problems, we focus on security issues, especially, on ‘Data Origin Au-
thentication’ (DOA) problem and its effects on the performance of an application
which needs multiple sessions to deliver multimedia contents.

In multicast, stream authentication is one of the most difficult concerns.
Message authentication code (MAC) is a typical primitive to support DOA in
unicast [2]. However, it is difficult to apply MAC directly to multicast since
any member of group who shares the key can impersonate the source. Applying
digital signatures instead of MAC can solve this problem since only the source is
able to bind its identity to the signature. The trade-off is nevertheless that there
exist critical performance problems when an asymmetric cryptography primitive
is employed to real-time stream. To overcome this problem, several schemes have
been proposed over the years (see section 2.2).

However, there are still several limitations when such schemes are used for the
case where the source streams multimedia contents over ‘multiple sessions’ (see
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section 3.2). All of existing schemes do not consider multiple sessions but treat
a single session (it is referred to as the ‘session based treatment’ in this paper).
Most multimedia applications are necessary to establish multiple sessions to
transmit several different types of media such as video and audio simultaneously.
This is due to the fact that each media content has its own characteristics and
requirements, for example, different transmission rate, packet size, and coding
algorithm [3].

In this paper, consequently, we propose a new approach to overcome limita-
tions of existing schemes and address a couple of gains of the proposed scheme in
such a scenario. In section 2, we discuss multimedia stream and existing stream
authentication solutions. Our approach is described in section 3 including sev-
eral limitations of session-based treatment in existing schemes. In section 4, we
analyze the proposed scheme from the viewpoint of performance and compare
with other schemes. Finally, we conclude this paper in section 5.

2 Preliminaries

2.1 Multimedia Stream

The term ‘multimedia’ may be defined in a various aspects. In this paper, ‘real-
time multimedia’ is referred to as the integrated set of time-sensitive media
contents such as video and audio. We suppose that media contents are transmit-
ted over separate session allocated for each one (this is usual scenario in Internet
world [3]). In order to define multimedia stream formally, we assume that there
exist k different media contents consisting of a series of packets, P s

m, of which
allocated session is denoted Ss, where s indicates a session index and m (also l
and n below) denotes a sequence number of the packet.

Definition 1. Let sth session be Ss = {P s
m, P

s
m+1, P

s
m+2, · · · }, where 0 < s ≤ k

and s, k, l,m, n ∈ N. Multimedia stream M is defined as

M = {S1, · · · , Ss, · · · , Sk} = {{P 1
l , · · · }, · · · , {P s

m, P
s
m+1, · · · }, · · · , {P k

n , · · · }}.

2.2 Previous Work

In Multicast, DOA is intended for all receivers to ensure that the received data
is coming from the claimed source rather than from any member of the group
that is called group authentication (GA) [5]. Existing streaming authentication
solutions that we consider in this paper are divided into two categories: MAC
based approaches [4,5] and digital signature based approaches [4,6,7,8,9,10,11].

TESLA [4] and the Multiple-MACs scheme [5] use MAC as an underlying
primitive. In TESLA, the source attaches a MAC computed using a key known
only to itself to each packet. The key is disclosed after every receiver gets the
MAC corresponding to the key. In the Multiple-MACs scheme, the source com-
putes l MACs using l different keys that are a whole set of keys and then attaches
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those MACs to all packets. Each receiver verifies a part of the arriving MACs
using a subset of l keys that the source holds (not all MACs).

Most schemes based on digital signature employ a means of amortizing a
signature over a set of packets (called a block). There are two conspicuous
differences between them: one is the method of setting a block of packets for
amortizing, and the other is the way to achieve the loss tolerant property.

Wong and Lam proposed the star and tree scheme (referred to as the WL’s
scheme in this paper) [6] based on Merkle’s hash tree technique [12]. The basic
idea of the WL’s scheme is to sign a block hash which is the root of the hash
tree representing all packet’s hash in a block so that a signature (called a block
signature) amortizes all packets in a block.

Hash chaining technique is an alternative way to apply amortizing signature
over a set of packets. Hash chaining was introduced in [7], where only the first
packet including hash of the next packet is digitally signed. Thereafter, the source
continuously sends each packet which contains the hash value of its next packet.
This scheme is efficient but it is not loss tolerant and the source must know the
entire stream in advance. In order to overcome these shortcomings, a couple of
solutions (e.g. [4] and [8]) have been proposed recently.

SAIDA [9], PM scheme [10], and PRABS [11] are streaming authentication
schemes using erasure code to achieve space efficiency. An erasure code is used
to divide authentication information such as hash values and a signature into
several small chunks. The source attaches a chunk to a packet. If pre-specified
number of chunks are arrived at the receiver side, the authentication information
can be re-constructed. The drawback of these schemes is higher computational
cost caused by applying an erasure code than others (see Fig. 3).

3 Our Approach

3.1 Overview of MDS

We propose MDS (Multiplexed Digital Signature) scheme, where the source mul-
tiplexes all sessions into a temporary session to amortize a single signature over
a set of packets (a block) that are dispersed throughout several sessions (refer
to Fig. 2). As a result, a time expensive signature is generated once a block re-
gardless of the number of sessions. We do not mean nevertheless that all sessions
are merged into a single session to transmit. Only authentication procedures are
performed in a single module. In other words, a media packet is transmitted over
its originally allocated session after authentication procedures. In case of using
RTP, a session manager and an authentication module are inserted between RTP
and the transport layer (normally UDP) so that a single authentication module
covers all of RTP sessions in cooperation with a session manager.

In particular, the most important concern of MDS is that a packet should
be verifiable individually regardless of packet losses. This is due to the fact that
a receiver can select a subset of sessions (not all). In MDS, all packets of a
session(s) that the receiver does not select are regarded as the packet loss. To
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support individual packet authentication, we employ WL’s Tree scheme [6]. not
select are regarded as the packet loss. Therefore, the most important concern of
MDS is that a packet should be verifiable individually regardless of packet losses.
To support individual packet authentication, we employ WL’s Tree scheme [6].

3.2 Limitations of Session Based Treatment

There are several limitations when the source applies an existing schemes to
multiple sessions for supporting DOA. Firstly, in case of MAC based approaches
(i.e. TESLA and Multiple-MACs), there is no means to multiplex several ses-
sions since they handle each packet individually. Therefore, the computation and
the transmission overhead are increased as much as the number of sessions to
be opened. In TESLA, moreover, all receivers must make synchronization with
a source and the source must generate and send signed information about the
session whenever a receiver adds a session(s) according to its network condition
dynamically. It can be vulnerable to denial of service (DoS) attacks against the
source because an attacker easily sends lots of malicious requesting for session
establishment. In addition, TESLA uses multiple key chains to cope with differ-
ent delay in heterogeneous multicast: several MACs are calculated over a packet
with different keys and each key is disclosed with different time lag [4]. Therefore,
the increase of the cost depends on the number of delay sets.

Secondly, in schemes using an amortizing signature over a block (i.e. WL
scheme, PM scheme, SAIDA), the source can reduce the computational cost.
However, such a way brings about delayed and bursty transmission as illustrated
in Fig. 1, where the results are from our simulation. To simulate, we implemented
prototypes of WL’s scheme in the NSv2 simulator [13] and employed Crypto++
library [14]. Fig. 1, (a) shows the effect of block size (namely, the number of
packets in a block to be amortized) on the bursty sending. More block size leads
to higher burstiness. The total delay time at the source is illustrated in (b) of
Fig. 1. These drawbacks become higher in a setting of multiple sessions.

Finally, the common drawback of session based treatment in multiple sessions
is highlighted at the control session (i.e. RTCP session). In a setting of RTP,
the source sends RTCP SR (Sender Report) to offer a means to synchronize
between different contents (e.g. lip-synchronization between audio and video).
RTCP packets are sent over different session from the data session periodically
(no more than 5% of the data channel capacity [3]). Therefore, the verification
delay becomes higher than those of the data session if the source applies the
same block size of the data session to the control session.

3.3 Notations and Definition of MDS

Suppose that a source opens k different sessions and receivers know each session
information containing security association such as cryptographic algorithm and
its corresponding key and the size of a block denoted BS. We assume that the key
was certified by proper means. We use the following notations and a definition.
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Fig. 1. Limitations of session based WL’s Tree scheme

– < sk, pk >: certified key pair (the private and the public key respectively).
– GRg = {Uu|(0 ≤ u < v)} : group containing v users, where Uu and g denotes

a group user and a group index respectively.
– P s

m: mth packet in sth session, where 0 ≤ s < k and m ≥ 0.
– b, p: block index (BI) and packet position index (PI) in a block.
– MP s

p : pth multiplexed packet, which belongs to sth session originally.
– σb: block signature for the bth block.
– rHb : root of the authentication hash tree of the bth block.
– {sHb

p} : sibling hash values on the path from pth packet to the root of hash
tree of the bth block.

Definition 2. MDS consists of five operations: MDS.GenKey, MDS.SeMux,
MDS.Sig, MDS.SeDemux, and MDS.Ver operation, where

– MDS.GenKey, the key pair generation operation, outputs sk and pk to be
used for signature generation and signature verification respectively;

– MDS.SeMux, the session multiplexing operation, takes P s
m as an input based

on the packet generation time regardless of the session, and then attaches b
and p to P s

m in order to form MP s
p ;

– MDS.Sig, the signing operation, takes a data to be signed and sk of the
signer as input, then outputs the signature;

– MDS.SeDemux, the session demultiplexing operation, takes MP s
p as input,

then outputs P s
m by use of b and p contained within MP s

p ;
– MDS.Ver, the verification operation, takes a candidate signature, a data to

be verified, and pk as input, then returns one of r={true, false}.
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3.4 Outbound Processing

Fig. 2, (a) illustrates an example where a source distributes three RTP sessions.
A session manager handles three RTP sessions so that all packets in a block
are able to access common authentication information of the block regardless of
their session.
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Fig. 2. MDS processing

The source first constructs a hash tree to calculate the block hash value, rHb,
for all packets in the bth block then signs over rHb. In order to support individual
packet authentication, the source transmits a packet containing an amortizing
signature along with sibling hash values of each node in the packet’s path to the
root of the hash tree. Outbound procedures are as follows. The source repeats
these procedures for the next block till end of all sessions.

1. Session Manager of the source calls MDS.SeMux(P s
m).

2. MDS.SeMux(P s
m) counts the number of P s

m to construct a block and then
attaches b and p to form MP s

p .
3. If the number of counter meets BS, then the authentication module of the

source constructs an authentication hash tree.
4. Generates signature, namely σb = MDS.Sig(rHb, sk).
5. The source forms all packets in a block to be transmitted, ∀BS

p=0{[MP s
p ||{sHb

p}
||σb] = [P s

m||b||p||{sHb
p}||σb]}, then resets variables of MDS.SeMux such as

count value, b, and p, where [a||b] denotes the concatenation of a and b.
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3.5 Inbound Processing

In our approach, the source must allow a receiver to verify a packet individually
even though each receiver selects different set of sessions. Fig. 2, (b) illustrates
an example of such a scenario, where there are two users belonging to different
group: U1 of GR1 and U2 of GR2. Suppose that U1 decides to receive a session
S1 and U2 selects two sessions, S1 and S3. In addition, the first packet, MP 1

1 ,
of S1 for U1 was lost in transit, so that MP 1

5 is the first arrived packet at U1.
The U1 first calls MDS.SeDemux(MP 1

5 ) operation to demultiplex. The
packet MP 1

5 is formed as [P 1
2 ||b||5||{sHb

5}||σb], where p is 5 since it was fifth
packet in the session manager (see (a) of Fig. 2). Next, the U1 is able to re-
construct a hash tree to verify the packet using a set of information contained
within the packet. Fig. 2, (c) shows how U1 reconstructs the hash tree to verify
a packet MP 1

5 without other packets (namely, packets in part B of Fig. 2, (c))
that belong to other sessions that U1 did not choose.

The packet MP 1
5 contains h6, h7∼8, and h1∼4 as sHb

5 (sibling hash val-
ues as illustrated by the gray colored box in (c) of Fig. 2) and includes the
packet position (p = 5) of the bth block. Therefore, U1 can compute h1∼8́

which is the root hash value over which the source applied MDS.Sign(·). The
procedures are followed along with the numbering path described in (c) of
Fig. 2, namely h́5=H( ´MP 1

5 ), ´h5∼6=H(h́5||h6), ´h5∼8= ´h5∼6||H(h7∼8), and then
´h1∼8=H(h1∼4|| ´h5∼8). Thereafter U1 calls MDS.V er(·) function to check the au-

thenticity, r = MDS.V er( ´h1∼8, σb, pk). If and only if the return value r is true,
the packet is authentic. Otherwise, the packet is discarded. Now, U1 of G1 knows
a couple of verified hash values on the tree (h5, h6, h5∼6, h7∼8, h1∼4, and h5∼8).
Therefore, U1 only examines whether the calculated hash value ´h7∼8 and the
cashed value after the arrival of the MP 1

8 since h7∼8 has verified already.

3.6 Space Overhead Consideration

In this subsection, we address two efficient ways to reduce the space overhead
of the basic MDS. Firstly, we apply a TCR (Target Collision Resistance) hash
function [15] instead of ACR (Any Collision Resistance) to MDS under the
assumption that there exist UOWHFs (Universal One-Way Hash Functions) as
did [11] and [16]. The major advantage of TCR hash function compared with
ACR hash function is that the birthday attack, which is the best attack on ACR
hash function families, does not directly apply to TCR hash function since a
message is specified before the hash function is given an attacker. Unlike TCR,
an attacker who wishes to find a collision pair of an ACR can freely select two
different messages in advance: M and M´ that map to the same hash, namely
h(M) = h(M )́. As a result, TCR hash function of size L/2 can satisfy with the
same secure level as those of ACR hash function of size L.

Secondly, we propose to use a separate session (denoted as an authentication
session) of which purpose is transmitting a block signature σb and a key. A
key, which is used for specifying a TCR hash function for a block, should be
transmitted to meet the secure condition of a TCR hash function [15]. This way
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is efficient (see (b) of Fig. 3) especially in the scenario where the loss rate is
low or there exists a mechanism capable of setting high priority on a packet
containing a signature. In this case, all receivers must select an authentication
session and the source sends a signature packet contained [b||σb||key] multiple
times or set with high priority in order that the signature must be arrived at the
receiver. This is the basic assumption of stream authentication schemes using
hash chaining such as [4] or [8]. A packet of a data session contains hash value,
H(σb||key), instead of σb to verify the integrity of the corresponding signature
packet. The value H(σb||key) is also used to protect against DoS on receiver
in the case where an attacker can insert a malicious signature packet(s) into
an authentication session. To mount a DoS attack, an attacker should replace
H(σb||key) of all packets in a block with H(σ́b||key) corresponding to modified
signature σ́b. Such efforts are equivalent to those of modifying all packets in a
setting of the sign-each packet approach.

4 Performance Analysis

4.1 Multiplexing Gains of MDS

We denote the packet generation rate as λs (packets per second) and the total de-
lay at the source as ωs, where s indicates the session index. ωs consists of TBlock

and TAuth denoted as the buffering time to set a block and the total amount of
time it takes to build a hash tree and calculate authentication information re-
spectively. In WL’s Tree, for example, TAuth is equivalent to (2BS−1)·Th+Tsig,
where Th and Tsig are referred to as the time it takes to hash and sign respec-
tively. We note that other delay factors such as coding delay and network delay
are not considered in this paper to concentrate on the context of security.

Delay gain: In a setting of amortizing signature, the source needs ωs = TBlock+
TAuth per session before sending. In MDS, the source needs equivalent delay
to WL’s scheme in terms of TAuth, but the source is able to reduce the term
BS/λs of TBlock to BS/

∑k
s=1λs. For example, MDS requires only ω = 116.5 ms

in a setting of BS = 64 and four sessions with λ1 = 50(G.711 audio), λ2 =
33(G.723.1 audio), λ3 = 100(ASF video), λ4 = 366(MPEG video). (Compare
to ω1 = 1280 ms, ω2 = 1920 ms, ω3 = 640 ms, and ω4 = 173 ms in a setting of
session-based WL’s Tree scheme.)

Buffer space gain: To generate an amortizing signature over all packets in
a block, the source should buffer BS packets to set a block and a couple of
packets that are arrived during the time TAuth. In MDS, the source prepares
buffer space for at most [BS + (

∑k
s=1 λs) · TAuth] ·max{PL}, where max{PL}

denotes the maximum size of a packet in a block. On the other hand, in the
setting of session based approach, the source needs approximately k times more
space since each session requires its own buffer space. That is, the source needs∑k

s=1[(BS+λs ·TAuth) ·PLs], where PLs denotes the packet size in a session s.
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Burstiness shaping gain: In a block based scheme, all packets in a block
can be transmitted simultaneously after getting the authentication information.
In the worst case of the session based treatment, the source transmits k ∗ BS
bursty packets in an instant. Moreover, the recipient also suffers from bursty
arriving of all sessions he selects. In MDS, however, at most BS packets are
transmitted at once. In addition, from a recipient point of view, only a few pack-
ets that belong to the selected sessions are arrived at once since BS packets are
dispersed throughout all established sessions.

4.2 Comparison with Other Schemes

To evaluate MDS scheme, we used Crypto++ library [14] on 2.4GHz Linux
computer, RSA (1024-bits strength) and SHA1 as the underlying primitives,
and 1024-bytes as the packet length. In RSA, the verification cost is lower than
that of signing (signing/verification cost is 6.29/0.32msec in our experiments),
therefore it is not a critical problem that MDS requires more verifying processing
than WL’s Tree (we do not illustrate it because of the length limit).

In MDS and WL scheme as well, the packet loss rate is not important since
each packet is verified individually. However, in other schemes such as SAIDA
and EMSS, the packet loss rate effects on the performance. In our experiments,
we assumed up to 50% losses per block for SAIDA and set 6 edges for EMSS
(namely, 6 hashes per packet). If the packet loss rate is increased, then it leads
to lower performance in such schemes.
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Fig. 3 describes the results of comparison of MDS with three other schemes
(SAIDA, EMSS, and TESLA). The values in the bracket of the figure denote the
number of sessions (1 or 4 sessions). In the case of TESLA, the x-axis indicates
the number of different delay groups ranging from 2 to 10 (not BS). Fig. 3,
(a) shows that MDS is very efficient with respect to computational cost and
(b) illustrates comparisons of space overhead. It particularly shows that MDS
with a separate authentication session reduces space overhead by a factor of 2 in
comparison with the basic MDS scheme after 32 of BS. As a results, the figure
shows that more sessions result in higher overhead in other schemes.

5 Conclusion

We proposed efficient MDS scheme to solve data origin authentication problem
that is regarded as a hard challenge owing to the requirements of time sensitive
delivery, unreliability, and heterogeneity in a multimedia multicast scenario. In
this paper, we have shown that the proposed MDS scheme is efficient for mul-
timedia streaming over multiple sessions. MDS can be a reasonable solution to
reduce effects of digital signature on multimedia applications from the viewpoint
of the performance.
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Abstract. The risk analysis system has a mechanism to evaluate and
analysis the potential risk level in an organization IT system. To eval-
uate the Risk Level, it must be calculated the essential vulnerability
that appear in various assets of organization, threats for these assets.
These elements, vulnerabilities, threats and assets are the important
factor to evaluate the risk level in an organization In this paper, we
describe about design and implementation of a system using the prac-
tical risk analysis process that we propose. Furthermore we suggest the
security countermeasure choice algorithm against the risk we found in an
organization. Especially, The Security Countermeasure choice algorithm
is implemented by using the Genetic-Algorithm restricted by some im-
portant factor. In this paper, we describe the design and implementation
idea of the suggested genetic-algorithm module. Finally, We propose the
main idea of the practical risk analysis process and the system using the
risk analysis process that we propose in this paper.
Keywords: risk analysis, risk management, praha

1 Introduction

The Risk analysis process is the process that evaluates the threat, various vul-
nerabilities and risk in an organization’s management system, personnel and
information system. And the Risk measurement is that selects the suitable se-
curity counter-measure after processing risk analysis. And recently, as increase
the importance of managemental and technical information system, the impor-
tance of risk analysis and risk measurement process is increasing more and more.
Especially, The Republic of Korea is recognizing necessity about risk analysis
in various organization by enforcement of information and communication base
protection law July, 2001, and operate main information and communication
base infra structure is achieving risk analysis regularly. As well as the purpose
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of risk analysis process research that inter-est about risk analysis is scientific
increasing so, risk analysis methodology or development of an automatic risk
analysis system that is active practical use really in actuality business is consist-
ing. However, ”What” about process is decided in re-search subject of universal
risk analysis methodology, and is state that the justice is definite mathemati-
cally but contents definition about ”How” is vague. The problem is appearing
Britain BSI’s ”BS7799” that is known well methodology worldwide or United
States of America Carnegie melon university’s ”OCTAVE” on this methodology.
Therefore, it is very difficult that apply existent risk analysis methodology to
the existing information and communication organization to get substantial risk
analysis. In this paper, we suggest that the design of practical risk analysis pro-
cess and de-scribe the implementation of our risk analysis automation tool. And
we suggest main design of risk decrease algorithm and different view extension
that is used in a risk analysis automation system that take advantage of our
practical risk analysis methodology.

2 The Research of the Existing Risk Analysis Methods

Information protection administration area did and is to ISO/IEC-13335
(GMIT), BS 7799 (ISO/IEC-17799), Carnegie melon University’s SSE-CMM etc.
that is international standard to confirm detail about ancient temple existent
risk analysis and risk management process of existing risk analysis methodology,
and risk management area is IRM index hand that the country develops and
IRM index hand that organ develops, and did CRMM that is general common
use product and risk management methodology that use in BDSS to investiga-
tion target. The existent methods to have these processes have following some
problem. First, the pre-process phase and administration support function that
existent most methods manages whole project of risk analysis process are lacked.
Estimation target organization’s inside staff, target organization’s outside per-
son and many risk analysis appraisers of risk analysis are participated. Also,
many debates and discussion and opinion harmony are gone, and transfers of
many documents and estimation period of overlong time are needed. For this,
we need administration phase and function of risk analysis project on estimation
process interior. Second, the existent methods are not executing Risk analysis of
TOP-DOWN form. TOP-DOWN risk analysis is method to divide and enforces
process by high level and low level risk analysis process usually. In high level
risk analysis step, we analyze observance availability of state standard such as
ISO/IEC 13335 or BS7799. In Low level risk analysis process, we analyze risk
with each asset threats, vulnerability. General high level risk analysis pumice is
come to black-box analysis method, and low level risk analysis can say as White-
box analysis method. ISO/IEC-13335 is risk analysis step of high level, but can
not say that step about details level follows TOP-DOWN risk analysis process
because it is not. Third, the existent risk analysis methodology is poor relatively
process about choice and selection of security countermeasure about grasped
risk. Main purpose of risk analysis actualizes effort to analyze risk that exist
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to establishment, and reduce this. Therefore, choice of security countermeasure
and analysis of residual risk about grasped risk are important problem. How-
ever, a concrete methodology and technological process presentation are lacked
in the existent risk analysis methodology and problem is revealed because being
depending many parts on question of risk estimation target organization interior.

3 The Improved Risk Analysis Process

It is the risk analysis methodology that can be applied in various information
and communication system environment that PRAHA process to develop in our
research institute and this methodology. It is an improved risk analysis process
is independent general methodology has no concerned with various user’s special
environment. This PRAHA risk analysis methodology has been developed as the
practical risk analysis process is including the information and communication
system environment of Republic of Korea, security policy, security guide etc.
Also, this PRAHA risk analysis methodology does get together the advantage
of risk analysis methodology possessing in various area and developed method-
ology for developing risk analysis framework and process to have an efficiency.
The advantage of the PRAHA methodology is the following.
- Advantage containment the existing risk analysis method
- The Risk analysis methodology selection possibility by organization’s security
policy and risk level
- The realistic achievement of general risk analysis formality is easy
- The possibility of evaluation asset value according to the attribute of risk anal-
ysis target asset
- Threat, vulnerability analysis is possible according to the second asset classi-
fication

- The improved Objectivity of PRAHA risk analysis by presenting the concrete
method and procedure
- Most sutiable countermeasure selection through cost effective research security
management level evaluation
That is, Praha risk analysis process uses TOP-DOWN risk analysis model and
Two-step risk analysis model, Low level risk analysis and High level risk anal-
ysis. Also, Praha process is different from another risk analysis methodology in
method-ology about system and asset evaluation, methodology threat analysis,
methodology and Security Countermeasure choice methodology. Especially, to
minimize opinion deviation among risk analyzers, it uses ”Opinion collection,
control method (Cyber Delphi techniques)”.

4 The Architecture of the PRAHA Method

The Praha Risk analysis process is the same as following. The Praha risk analysis
process is consist of two steps. One is the high level risk analysis process and the
other is low level risk analysis process.
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4.1 The High Level Risk Analysis Process

The high level risk analysis is that manages estimation project and use security
control item that appear in security management standard and evaluate the or-
ganization’s ” Risk management level as quantitative. Also, execute interview
to the estimated organization’s each person include process to grasp assets. Ac-
cording to analysis result of high level risk analysis for the estimated, we decide
to do more detailed low level risk analysis process or not. The question investi-
gation activity estimates estimation target organization’s risk management level
according to BS-7799 standard. The high level risk analysis is consist of question
using web system. This result is used to continue the low level risk analysis. In
this system, Using various risk evaluation question and security control item of
BS-7799, and evaluate the result through presented method. Also, to do improve
usage, it does to do question in summary question, general question, and details
question and that it improves flexibility of high position analysis. Also, PRAHA
system offers distribution of question, administrative and analysis function. If
question investigation’s result and present security management level is good,
that organization executes basic security control. The following picture shows
the high level risk analysis process.

Fig. 1. The high level risk analysis process in the PRAHA methodology

4.2 The Low Level Risk Analysis Process

The low level risk analysis process is used an estimation method per system
unit in this PRAHA risk analysis automation system. It is a process to produce
risk level evaluating estimated organization’s asset a system unit as quantitative.
Because it is not easy to say the effect that evaluating by individual asset unit in
business, it has more difficult problem than estimation of system unit relatively.
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Threat analysis has some difference according to establishment of threat domain,
but than individuation asset unit when establish threat connected with business,
system unit estimation is easy relatively. While technological vulnerability is easy
individuation asset unit estimation in vulnerability analysis, but management
and physical vulnerability analysis estimation of system unit relatively easy.
And the security countermeasure analysis does together vulnerability analysis.
Now, risk analysis method to select in the PRAHA system is the method to
evaluate estimation target unit asset of system unit as quantitative and produce
risk level. The following process shows the low level risk analysis in the Praha
system. This methodology’s main idea is to evaluate risk level per system unit

Fig. 2. The low level risk analysis process in the PRAHA methodology

including various assets in an organization. So the following fomula is produced
per system.

ALE = SLE X ARO

We use the factor, EF (EF: Asset’s Exposure Factor) to calculate SLE. If value
of system is AV (Asset Value) and degree that this system is exposed in threat
is EF, SLE is consisted by times of this two factor.

SLE = AV X EF

To produce ALE, it must be included ARO, AV, EF etc. in risk analysis achieve-
ment process (risk analysis process). Usually, we must predict the amount of loss
cost by various threats. And then, we must calculate EF by various vulnerabil-
ities. This complex calculation process is possible by the Praha low level risk
analysis process.
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4.3 Exposure Factor(EF) Calculation

The Risk analysis system(PRAHA Tool) has the module and algorithm to calcu-
late the exposure factor composed with various vulnerabilities in many systems.
However, it is very hard to estimate among various vulnerabilities related with
threats and assets because the number of whole vulnerabilities related with sys-
tem or individual asset is variable. So, first we make following assumptions and
propose a reasonable exposure factor calculation method. The Assumptions in
calculating EF are as following.
- The Number of whole vulnerabilities that exist to system can not define
- The vulnerability level affects greater risk level tan vulnerability number
- Even if level of vulnerability is low but many same vulnerabilities are found,
the influence is very significance

The Following figure is the model of the PRAHA process. In PRAHA process,
the expo-sure factor is calculated in the whole process.

Fig. 3. The EF calculation

4.4 The Choice of Security Countermeasures and Calculation of the
Residual Risk

Usually, the optimization solving process is used widely looking for the best
result of a given problem. In PRAHA system, A choice of suitable security coun-
termeasure about an organization’s system - asset - Threats-vulnerability is the
same case. Therefore, this solving process is the problem of an association op-
timization, and the problem of this optimization becomes NP hard-problem.
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Finally, it is the same problem that choose the most suitable case. As many can-
didate security countermeasures exist, the complexity of this problem increases
by complexity of exponential function. Therefore, it is more efficient that remove
evil of most suitable in the determined time using limited Genetic-Algorithm,
than simple method that list solution of problem one by one. Choice problem
of security countermeasure can be solved with Knapsack problem. Because it is
the problem that choice of the most suitable security countermeasure gathering
of the security countermeasures with limited condition. The condition and as-
sumptions applied in this methodology are the followings. First, if one candidate
countermeasure is chosen, there is case that necessarily should choose another
candidate security countermeasure exists. Second, at the same time elect candi-
date security countermeasures do not calculate duplicating expense be-cause is
same candidate countermeasure over. Third, because Security countermeasure
exposition parturition at risk analysis process in Praha risk analysis methodol-
ogy established and suppose that necessary datum is applied in countermeasure
choice beforehand. Security countermeasure choice algorithm that such three re-
stricted conditions are applied can be composed as the next following equation.

Fig. 4. The suitable countermasure choice

At present, many risk analysis methodologies have simple risk level that depend
on specialist’s opinion. But this new methodology to use genetic algorithm was
com-posed to determine suitable countermeasure and cyber Delphi mechanism.
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PRAHA v1.0 using genetic algorithm creates security countermeasure, but that
these created contents are suitable countermeasure in present situation. These
countermeasures doesn’t exact to that organization’s situation. The genetic al-
gorithm does look for most suitable countermeasure but it is difficult to confirm
the exact answers. Therefore, there is the purpose to find the most suitable
countermeasure to the organization’s situation. And it is necessary that this
new methodology is applied to many real world organization’s system. Till now,
in our simulation, the Risk analyst system selects suitable countermeasure on
the basis of risk analysis result in PRAHA v1.0 in our opinion.

5 Conclusion and Future Work

Generally, there are two methods, quantitative method and qualitative method,
to calculate risk level in risk analysis. Quantitative method is specific compara-
tively being done numerical value, but have to do value and risk for organization’s
assets exactly numerical value that is difficult. While, Qualitative method has the
advantage that it is easy to evaluate relative assets and risk but data is abstract
being not numerical value. This PRAHA risk analysis system includes Delphi
method to get organization’s assets threats and vulnerabilities as quantitative
by specialist group. To use a practical risk analysis tool, it must make more suit-
able result of security countermeasure. And, it is needed the complementation
to restriction condition of algorithm for suitable security countermeasure choice
to each organization with applications of more field.
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Abstract. The boundary of a distributed denial of service attack, one
of the most threatening attacks in a wired network, now extends to wire-
less mobile networks, following the appearance of a DDoS attack tool
targeted at mobile phones. Many protocols and architectures for mobile
networks were designed without regard to the possibility of a DDoS at-
tack. Moreover, the existing defense mechanisms against such attacks
in a wired network are not effective in a wireless mobile network, be-
cause of differences in their characteristics. In this paper, we propose a
fast defense mechanism against IP spoofing traffic for mobile networks.
IP spoofing is one of the features of a DDoS attack against which it is
most difficult to defend. Among the various mobile networks, we focus on
the Network Mobility standard that is being established by the NEMO
Working Group in the IETF. Our defense consists of the following five
processes: speedy detection, filtering of attack packets, identification of
attack agents, isolation of attack agents, and notification of neighboring
routers. We simulated and analyzed the effects on normal traffic of mov-
ing attack agents, and the results of applying our defense to a mobile
network. Our experimental results show that our mechanism provides a
robust defense.

1 Introduction

Currently, distributed denial of service (DDoS) attacks are considered one of
the most threatening of attacks against wired networks. This type of attack
is a relatively simple, yet very powerful, technique for attacking Internet and
system resources. In a DDoS attack, distributed multiple agents consume critical
resources at the target within a short time. As a side effect, such attacks cause
network congestion en route from the source to the target, thus disrupting normal
Internet operations and causing many users to lose their connection.

The damage from DDoS attacks is no longer limited to wired networks. Al-
though the functionality of most mobile devices is extremely limited and largely
non-programmable, the first virus targeted at mobile phones has already ap-
peared. In addition, the SMS flooder has emerged as the first DDoS attack tool
against mobile phones. This tool commands all infected Microsoft Outlook soft-
ware to send short messages (SMS-messages) to the specified victim’s mobile
� This research was supported by University IT Research Center Project.
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phone in order to inundate it. The potential hazard is not only the blocking of
communications but also the high financial cost when pricing is usage-based [1].
Damage from these attacks is expected to become increasingly serious as mobile
devices become high-performance machines. Moreover, wireless networks under
design or recently introduced, such as sensor networks, will be more susceptible
to these attacks.

Long an issue of interest, network mobility technology is now being realized
with the foundation of the NEMO (Network Mobility) Working Group (WG)
in the IETF. This WG is concerned with managing the mobility of an entire
network that changes, as a unit, its point of attachment to the Internet. The
WG defines NEMO as ”NEtwork MObility” or ”a NEtwork that is MObile”.
There are three types of node in a NEMO: local fixed nodes (LFNs), local mobile
nodes (LMNs), and visiting mobile nodes (VMNs). The MRs access the Internet
from access routers (ARs) on visited links. Most importantly, a NEMO can be
nested in another NEMO and can be multihomed. This structure provides one
or multi-hop wireless links, as well as a tree-like hierarchy.

The characteristics of a NEMO, the multi-hop wireless links and mobility,
pose many security challenges, such as in the case of a mobile ad hoc network
(MANET). First, wireless channels are intrinsically more susceptible to attacks
such as passive eavesdropping, active signal interference, and jamming similar
to a DDoS attack. Second, continuous and unpredictable mobility clouds the
distinction between normalcy and anomaly, thus making it difficult to detect
malicious behaviors. Also, owing to mobility, intrusion detection systems must
broadly deploy for accurate detection and must cooperate effectively [2]. Third,
existing centralized approaches to security on a wired network are inefficient
on a NEMO, such as a MANET, because of the possible problems posed by
high mobility and scalability. In addition, multi-hop communication over an
error-prone wireless channel exposes the data transmission to high loss rates
[3]. Fourth, cell phones and small routers can become mobile routers (MRs)
that provide the features of a NEMO, and most mobile devices have limited
processing power. Therefore, the security mechanisms on a NEMO should be
light, for low power consumption, but also robust. Finally, compromise of a MR
that performs basic NEMO operations can also compromise all the nodes under
its charge in the NEMO; thus, a compromised MR in a NEMO can cause far
more widespread damage than a compromised node in a MANET.

Of the many possible features of DDoS attacks, source IP address spoofing is
among the most common. IP spoofing creates particular difficulties for network
managers, because it increases the number of flows by varying the source address
and concealing the identity of the attack agent. DDoS attacks using IP spoofing
also pose a threat in a NEMO environment, where detection of and defense
against such attacks is far more difficult because the attacker can move.

In this paper, we will simulate and analyze the effects of an IP spoofing at-
tack on a mobile network. Through the simulated results and an analysis of the
characteristics of a DDoS attack on a NEMO, we will adapt and extend previ-
ously proposed detection and identification defense mechanisms against spoofing
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packets on a wired network [4], to the NEMO environment. A previously pro-
posed mechanism was implemented, tested using strong DDoS attack tools on
a real network, and confirmed to be an effective design. Initially, we set the fol-
lowing design goals for defense against spoofing attacks on a wireless network,
particularly on a NEMO.

• Speedy detection&filtering of the source-side network as soon as possible
• Identification&isolation of attack agents for prompt follow-up measures
• Notification of neighboring MRs to proactively isolate the attacking

traffic
This paper is divided into four sections. Section 2 introduces the proposed

defense mechanism. In Section 3, we evaluate our mechanism and explain our
analysis of the simulation results. Finally, we present a brief conclusion.

2 Fast Defense Mechanism

Our defense against spoofing traffic on a mobile network consists of five parts:
speedy detection, filtering of attack packets, identification of attack agents or
NEMOs including attack agents, isolation of attack agents’ traffic in the lower
layer, and notification of neighboring routers. The last two steps are especially
important on a mobile network in order to decrease overall damage to the entire
network, owing to the wireless environment and the mobility of nodes, respec-
tively. Although there can be spoofing in several layers, we assume that the
spoofing traffic is spoofing the source IP address, as in the case of DDoS attacks
in wired networks. This defense could be adapted to handle spoofing of other
layers in the same manner. Also, we assume that the defense mechanism is ap-
plied to the source network. Although it would be possible to use the defense
mechanism in the target network, using the defense at each source network is
more efficient and can decrease the damage before the target is shut down. We
will explain each part of our defense against spoofing traffic in the following
sub-sections.

2.1 Detection and Filtering

As it is very difficult to prevent spoofing attacks, the first priority is rapid de-
tection. In a NEMO environment, we cannot assume that there is at least one
detection agent per router, because a NEMO can be very small, as with a PAN.
Therefore, we consider two cases: in one case, all MRs perform detection and fil-
tering; in the other, one agent per top level mobile router (TLMR)/AR performs
these roles.

In the first case, MRs can choose one of two different detection mechanisms,
according to the number of served nodes. One method uses the configurable
network addresses, and the other uses the rate of change of IP addresses for a
single MAC address. Each attack detection condition is shown in Table 1 and 2.
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Table 1. Detection Condition using Configurable Address Information

(sIP /∈ CAi AND dIP /∈ CAi) OR (Condition1)
(sIP ∈ RAi AND dIP /∈ CAi) OR (Condition2)
(sIP ∈ DAi) (Condition3)

• sIP : Source IP address of a packet.
• dIP : Destination IP address of a packet.
• CAi={Ca1, Ca2,. . .,Cak}: Configurable IP addresses in the shared media.
• DAi={Da1, Da2,. . .,Dal}: Deniable IP addresses in the shared media.
• RAi={Ra1, Ra2,. . .,Ram}: Directly connected router IP addresses.

The first method makes use of the characteristic that most spoofing attack
tools rotate a specific range of IP addresses as the source address. Thus, these
addresses include one or more non-configurable address, such as a router address,
deniable address, or a different subnet address. This method needs to discover
the configurable address, router address, and deniable address. In a NEMO envi-
ronment, when a NEMO attempts to become nested, its network addresses can
be conveyed to its parent MR or AR as a step in the handoff. The first method
may not be as fast as the second, but the required storage is smaller and the
middle MRs in the nested structure can easily perform the detection feature
using the same mechanism.

The second method uses the characteristic that although spoofing attack
tools rapidly change the source address, the source MAC address doesn’t change
during an IP spoofing attack. Test results indicate that the rate of change is
about 0.074 ms for the TFN2k DDoS attack tool. Therefore, the admissible
Tcng rate can be set to an interval such as 2 sec, considering a case that a person
changes the IP address of a machine. This method provides faster detection, but
it is limited to monitoring general server hosts, because routers forward packets
with various source IP addresses for the same MAC address. If a middle MR in
a nested NEMO uses this method as the detection feature, it should determine
whether the served node is an MR or a general host. It should also determine this
when an MR that wants to be served at the middle MR performs the handoff
process. For these two methods, proper and fast detection has been established
using well-known, powerful spoofing tools on a real network [4].

In the case explained above, all MRs perform detection and filtering. This
assumption is ideal, but is not always the reality. The possible detection/ filter-
ing/identification processes of the second case are explained in the next section.

2.2 Identification and Isolation of Attack Nodes

One reason that DDoS attacks are difficult to defend against is that most DDoS
attacks use IP spoofing to conceal distributed attack agents. Although this makes
it difficult to take basic measures against such attacks, it is important to quickly
and accurately identify attack agents in order to minimize possible damage. To
make the identification, the defending agent should have an IP2MAC table that
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Table 2. Detection using the Rate of Change of the IP address for a MAC
address

| t[sIP1, sMAC1]Pi − t[sIP2, sMAC1]Pj | ≤ Tcng rate

• sMAC : Source MAC address of a packet.
• t [sIP, sMAC ]Pj : Time of discovering the packet Pj having sIP and sMAC.
• Tcng rate : Upper threshold for change interval for spoofed packets. This is the

change interval (seconds) of source IP addresses for a source MAC address.

includes the mapping of an IP address to a MAC address. If MRs/ARs were to
perform this task, they could use an ARP table to find the real IP address of an
attack agent.

As explained above, when all MRs perform the defense feature, a MR can
quickly determine the attack agents by using an ARP table. However, if only one
detection agent per TLMR or per AR performs the detection feature, the de-
tection agent needs to determine the NEMO/MR that includes the attack agent
by means of its ARP or IP2MAC table. In that case, it notifies the NEMO/MR
of the detected attack in order to transfer the identification job, and it filters
the traffic from the NEMO/MR that includes the attack agent until it finds the
exact attack agents. This detection and notification work is iterated over the
downward path of nested NEMOs until it finds the attack agents. When the MR
finds the attack agents, it notifies the parent-MRs regarding the identification,
with a request to forward the normal traffic of the NEMO. If this notification is
conveyed to the first detection agent, only the attack traffic is filtered.

The result of isolating attack agents’ traffic in the lower layer is that the
MAC layer denies grant of the channel to the attack agents; for example, in the
case of 802.11, it refuses to send a clear to send (CTS) message in response to
a request to send (RTS) message. This is important in a wireless environment
that uses a CSMA/CA like 802.11, because granting a channel to attack agents
considerably affects the transmission rate of other nodes, even while filtering of
attack traffic occurs at the IP layer.

2.3 Notification of Neighboring Routers

This part of defense against attack is specific to a NEMO, and is necessary
because NEMOs that include attack agents, or the attack agents themselves, can
move to other MRs/AR. To decrease the time for detection and identification
at the handed-off parent MRs/AR, the first agent that detects and identifies
the attack agent provides its neighboring MRs/AR with information about the
attack agents, such as the real IP/MAC address. If all MRs are performing the
defense feature, if the attack agents are mobile, the MR that is handling the
attack agent provides other MRs/AR that may subsequently be affected with
the attack information about the attack agent. If there is only one detection
agent per TLMR/AR, it provides neighboring detection agents with the attack
information.
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3 Evaluation

We have suggested an architecture for defense against spoofing attacks that
consists of five processing steps. In this section, we will evaluate the performance
of each step from various points of view.

3.1 Detection and Identification Speed

First, we consider how quickly the spoofing traffic can be detected. Our previous
evaluation of detection performance in a wired network resulted in detection and
identification times of less than 50 milliseconds for all three suggested schemes
[4]. Although the environment considered here is wireless rather than wired,
the detection and identification mechanism for a MR is almost the same as
the monitoring agent in [4]. This result is dependent on the number of received
packets, the capacity of the monitoring agent, whether the IP addresses of attack
packets are entered in the IP2MAP table in the case of scheme2/3 [4], the spoofed
address, the speed of attack, and so on. In order to explain this relationship, we
define the symbols that we use in the equations, as shown in Table 3.

Table 3. Equations related with detection/identification speed

Tdt ≤ 2 · uTcmp · |CAi| + uTcmp · |RAi| + uTcmp · |DAi| + Tsp
= uTcmp · (2 · |CAi| + |RAi| + |DAi|) + Tsp (1)

T ident ≤ uTcmp · |IP2MAC| · isThere(macAdr) (2)
Tdt ≤ uTcmp · |IP2MAC| · 2 (3)
Tdt ≤ uTcmp · log(|IP2MAC|) · 2 (4)

• Tdt : Time for detecting spoofing attack.
• Tident : Time for identifying the real IP address of spoofing attack agent.
• uTcmp: Unit time for comparing IP/MAC address with an entity of address set.
• isThere(macAdr): a function that returns 1 if there is an entry for a MAC address

in the IP2MAC table, otherwise 0. If this function outputs 0, the identification
process fails.

• Tsp: Spent time that the first spoofing packet with impossible configurable ad-
dress appears after the attack is mounted.

• IP2MAC : IP & MAC address mapping table that the detection/identification
agent manages.

There are two ways to detect a spoofing attack such as the one described
in Section 3. One way is to use network configuration information. In this case,
we can represent the relationship between the detection/identification time and
influential elements as shown in equations (1) and (2) in Table 3. Another way
is to check the rate of change of source IP addresses for a given source MAC
address. We can represent the relation between detection time and influential
elements as shown in Equation (3) in Table 3. In this case, the identification time
does not need to include additional time, because the agent can immediately
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determine the IP address of the DDoS attack agent in the detection process.
Of course, these upper bound times can decrease if the sets (e.g. CAi ) or the
IP2MAC table are managed as a tree data structure. For example, Equation (3)
can be changed into Equation (4).

3.2 Simulation Results

To analyze the influence on a NEMO of spoofing attack traffic, we configured
a simulation network and scenario as shown in Figure 1, and used Glomosim.
We assumed route optimization on the NEMO, so that traffic from node 9 to
node 7 would be routed in the sequence MR3, AR, MR2, MR1, node 7. Using
this scenario, we observed changes in Forwarding Rate(FR:bytes per second) at
the MRs/AR, and the ratio of normal/abnormal traffic in the throughput of the
MRs/AR. This resulted in Figures 2 and 3 in a 2-Mbps link.

Fig. 1. Simulated Network Configuration and Scenario

We can analyze the result of Figure 2 as follows. AR and MR3 forward FTP
traffic from node 2 to node 9, from the start of the simulation until 50 s. At 50 s,
the DDoS attack traffic on node 4 is added, and MR2 forwards the attack traffic
to node 0. The FR of MR3 is decreased because of the FTP traffic from node 2
and the attack traffic from MR2. This FR decrease in normal traffic indicates the
damage caused by the absence of a proper attack defense mechanism. To worsen
the scenario, DDoS attack traffic on node 6 is added from 100 seconds, thus
accelerating the decrease in the FR of normal traffic at MR3. The decrease ratio
increases because the attack on node 6 is more severe than the attack on node
4. In addition, the attack traffic from node 6 increases the FR of MR1/MR2 on
the route to the destination (node 0). This situation changes when the NEMO1
that forwards attack traffic from node 6 hands off from MR2 to MR3 at 140
seconds. For this reason, the FR of MR3 increases owing to the addition of
the attack traffic. After the movement of the NEMO1 that contains node 6 to
generate attack traffic, the FR of AR increases slightly. The reason for this will
be explained later using Figure 3. At 200 seconds, the generation of attack traffic
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on node 4 finishes. As a result, the competition for AR decreases and the FR of
MR1/MR3 increases slightly, but the FR of AR decreases slightly.

To experiment in an environment with sufficient bandwidth in relation to
the application traffic, we simulated the same events as in Figure 2 using the
link bandwidth (11 Mbps). In this case, because the competition for the chan-
nel is small, the FR variation is small and more attack traffic is transmitted.
Therefore, in the absence of a proper DDoS attack defense mechanism, attack
traffic occupies much of the throughput of the MRs/AR that forward the attack
traffic, because heavy traffic and flows are generated within a short time. This
causes a decrease in the amount transmitted for normal applications, and the
effect is more severe when link bandwidth is small and thus the competition for
the channel is intense.

Figure 3 depicts the traffic variations of normal/abnormal traffic at the AR,
for the case shown in Figure 2. The results indicate that the more broadly
distributed the sources of the DDoS attack and the more severe the attack traffic,
the greater the FR of parent MRs/AR is occupied by attack traffic. This situation
is more severe in the case of small link bandwidth or severe competition for a
channel.

Figure 4(a) depicts the traffic variations for each router in the case where
the detection and filtering feature are performed at all routers, using the con-
figuration/scenario of Figure 1. This detection feature uses configurable address
information. As a result, only a few spoofed packets are forwarded to other
nodes twice (50 s,100 s). The first occasion (50 s) is when the attack starts at
node 4, so the MR2 detects the attack after forwarding two spoofed packets and
then filters the later attack traffic. The second occasion (100 s) is when the at-
tack starts at node 6, so the MR1 also detects the attack. However, the handoff
(140 s) of NEMO1 does not affect detection as expected, because the parent
MR(MR1) of the attack node (node 6) moves with it. Another prominent result
is that the single L3 filtering feature at the parent MR of the attack agent is
insufficient to isolate the influence of the attack, as shown. The forwarding rate
for normal traffic at AR/MR3 is influenced by the start/end of the attack and
the attack intensity. Thus, the forwarding rate for normal traffic at AR/MR3
decreases a little at the start (50 s) of the attack at node 4, and decreases a
great deal because of the addition (100 s) of a severe attack at node 6. It also
increases a little because of the end (200 s) of the node 4 attack. These effects of
the attack are more severe because all of the nodes under an AR use the same
radio frequency. If each NEMO used a different radio frequency and its radio
resources were carefully managed to prevent overlap with the radio resources of
its neighbors, the influence of the attack on normal traffic transmission could be
decreased. However, as a fundamental measure, an L2 filtering feature should
ensure that channel access authority is not given to attack nodes at the MAC
layer, for example, by cutting off CTS messages for the attack nodes in the case
of an 802.11 MAC.

Figure 4(b) depicts the results of adding an L2 isolation feature to the defense
mechanisms of Figure 4(a). If the MR detects the attack, it filters the attack traf-
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fic and does not give the L2 access authority. As a result, even though a double
attack is mounted, the effects of the attack traffic are considerably decreased.

Table 4 summarizes the packet statistics at each router for attack detection
deployment. The Spoofed Packets is the count of packets that the MR decides
are spoofed packets and filters, and the Unicast Packets is the count of packets
that the MR decides are unicast packets and forwards. In the second detec-
tion deployment, the detection is performed only at the AR, which notifies the
downstream routers with the detection information so that they can identify the
attack agents. Consequently, all forwarded packets at MR1/2 are spoofed pack-
ets, and in the tally of the Unicast Packets for MR1/2, packets are misjudged.
However, two deployments both showed fast detection results, with the attack
being detected after only a few spoofed packets were forwarded. In the first case,
the attack was detected more quickly because the MR that included the attack
agent promptly detected the attack.
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Table 4. Packet statistics for attack detection deployment (simulation time:
140 s)

Node Id Detection at all Routers Detection at the AR Only

Unicast Packet Spoof Packet Unicast Packet Spoof Packet

1 (AR) 15470 0 15525 3

3 (MR2) 2 909 6 913

5 (MR1) 1 2783 9 2701

8 (MR3) 15458 0 15522 0
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Fig. 4. Forwarding Rate of Each Router

4 Conclusion

In this paper, we have proposed a mechanism that rapidly defends against IP
spoofing attacks on a mobile network. The defense mechanism consists of speedy
detection, filtering of attack packets, identification of attack agents, isolation of
attack agents, and notification of neighboring routers. Of greatest importance
on a mobile network are the processes of isolating attack agents in layer 2 and
notifying neighboring routers. Filtering layer 2 access authority in order to isolate
attack agents can minimize their effects on normal traffic transmission. If attack
agents, or a NEMO that includes attack agents, hand off to their own network,
the neighboring routers can proactively cut off the attack traffic, thus minimizing
the extent of the damage. We have also considered the difficulty of deploying
defense agents on each NEMO, and we have therefore suggested the defense
steps by one representative defending agent per AR/TLMR.

We have also simulated our mechanism on a mobile network with Glomosim.
The results indicated that the influence of an attack on normal traffic transmis-
sion is more severe if the link bandwidth is restricted and when the same radio
channel frequency as a neighboring NEMO is used. The results also showed that
filtering the access authority of layer 2 to isolate the attack agents, as well as
filtering the attack traffic, minimized the attack’s influence on normal traffic
transmission. Finally, we obtained a good defense result when a detection agent
was implemented at an AR.

References

1. Xianjun Geng, et al.: Defending Wireless Infrastructure Against the Challenge of
DDoS Attacks. Mobile Networks and Applications, vol. 7 (2002) 213-223

2. Wenjing Lou, Wei Liu and Yuguang Fang: SPREAD: Enhancing Data Confidential-
ity in Mobile Ad Hoc Networks. IEEE INFOCOM (2004)

3. Jiejun Kong, et al.: Providing Robust and Ubiquitous Security Support for Mobile
Ad-Hoc Networks. IEEE ICNP (2001)

4. Mihui Kim and Kijoon Chae: Detection and Identification Mechanism against
Spoofed Traffic Using Distributed Agents. ICCSA, LNCS 3043 (2004) 673-682



A Novel Traffic Control Architecture Against

Global-Scale Network Attacks in Highspeed
Internet Backbone Networks

Byeong-hee Roh1, Wonjoon Choi1, Myungchul Yoon2, and Seung W. Yoo1

1 Graduate School of Information and Communication, Ajou University,
San 5 Wonchon-dong, Youngtong-gu, Suwon, 443-749, Korea

{bhroh, mecgebi, swyoo}@ajou.ac.kr
2 Mobile Extend Inc. 1107 Greenvill, Seocho-dong, Seocho-gu, Seoul, Korea

mc yoon@naver.com

Abstract. In this paper, we propose a global traffic control architecture
to isolate network attacks from normal traffic in the backbone networks
designed to serve normal traffic only. Unlike existing methods based on
individual packets or flows, the proposed traffic control methods are op-
erated on the aggregate traffic level, so the computational complexity
can be significantly reduced, and they are applicable to develop a global
defense architecture against attacks to network infra-structure. Experi-
mental results show that the proposed scheme can detect the network
attack symptoms very exactly and quickly, and protect the network re-
sources as well as the normal traffic flows very efficiently.

1 Introduction

Recently, we have experienced several troubles of the Internet services due to
various network attacks. Attacks on the Internet infrastructure can lead to enor-
mous destructions, since different infrastructure components of the Internet have
implicit trust relationship with each other.

Though there have been much of works on network attacks and corresponding
solutions such as [1], [2], [3], and [4], they have still the following problems. First,
much of those methodologies have been focused on detecting and reacting to
network attacks at individual end-networks for their own safety. However, since
global-scale network attacks are far more defined and visible in the backbone
before it spreads out towards targets, it might be more efficient that to detect and
react the symptoms of those global-scale network attacks are done in backbone
domain. Second, detection and control by those methods are done based on
individual packet or flow levels so that they require much higher computational
complexities. Accordingly, they can not be directly applied to the high-speed
Internet backbone networks. Finally, since attack mechanisms and tools continue
to improve and evolve, there is a limitation to develop a solution against each
attack type. As one promising direction to react those evolving various attack
patterns, Chang suggested to develop a global defense infrastructure[4]. However,
it is only suggestion, but does not provide any actual mechanism or architecture.

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 853–863, 2005.
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In this paper, we propose a new global traffic control architecture against
network attacks in high-speed Internet backbone networks. In the proposed ar-
chitecture, attack symptoms detection is carried out at aggregate traffic level,
not at individual packet of flow level. Then, by the proposed traffic control, the
attack traffic is entirely cut of from the normal traffic in the backbone network.

The rest of the paper is organized as follows. In section 2, our network attack
symptom detection method at aggregate traffic level is illustrated. In Section
3, the proposed global traffic control architecture against the network attacks
is presented. Then, experimental results are shown in Section 4, and finally we
conclude the paper in Section 5.

2 Detection of Attack Symptoms Based on Traffic
Measurement

According to Houle and Weaver[1]’s survey on the trends in deployment, use,
and impact of variety of denial of service (DoS) attacks, most of attack tools
alter packets’ major attributes such as source/destination IP addresses and port
numbers for different purposes of attacks. By regarding the degree of alteration
of those attributes, we investigated the network attack traffic pattern from the
captured traffic in an Internet backbone network administrated by National
Computerization Agency, Korea[5]. From the investigation, two measures have
been derived to detect network attack symptoms at aggregate traffic level[6].
The two measures are the packet count-to-the traffic volume ratio (CVR) and
the self-similarity represented by the Hurst parameter. Some important attack
traffic characteristics that are used for deriving those two measures are illustrated
in the Appendix.

The Hurst parameter can be estimated by using periodogram method[7]. For
the discrete-time sequence with l samples X0, X1,...,Xl−1, the periodogram is
defined as

S(ω) =
1

2πN

∣∣∣Σl−1
k=0Xke

jkω
∣∣∣2 (1)

The relationships between S(ω) and ω can be written as

log
ω→0

S(ω) = a0 log |ω|+ a1 (2)

That is, when S(ω)is plotted against ω on a log-log plot, it can be approx-
imated by a straight line with a slope a0. Then, the Hurst parameter is given
by H = (1− a0)/2. It is noted that Eq.(1) is based on the discrete-time Fourier
transform (DFT). Li et al[8] showed that the queuing performances in networks
can be dominated by the average power spectrum obtained by DFT of the input
traffic. From the researches related to [8] and the results shown in Appendix,
we use the average power spectrum(APS) as one of the measures for detect-
ing the network attack symptoms. The average power spectrum is defined as
follows. Let us assume that the time is divided into a constant period of Δ,
then Δ is a basic unit for traffic measurement. Let cn and vn (n=0,1,2,...) be
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the packet count and the traffic volume of the aggregate traffic measured dur-
ing n-th Δ duration, respectively. Let LΔ be the detection period, which is
the time duration that the detection algorithm is applied to. That is, each de-
tection period consists of unoverlapped L consecutive Δs. And, we define the
packet counts and traffic volumes measured during m-th detection period as the
vectors cm = [cmL, cmL+1, ..., c(m+1)L−1] and vm = [vmL, vmL+1, ..., v(m+1)L−1]
(m=0,1,2,...), respectively. Then, we have the average power spectrum for the
vector cm as following

P (m) = ΣL−1
k=0 φmk (3)

where Ψm = [φm0, φm1, ..., φm(L−1)] is obtained through DFT of cm. That is,
Ψm = L−2|DFT (cm)|2.

It is noted that the average power is a measure for reflecting the effect of the
self-similarity due to the network attacks. Besides the self-similarity, in [6], it
is shown that the ratio of the packet count to the traffic volume is significantly
changed when the network attacks are added. The packet count-to-the traffic
volume ratio (CVR) is given by

R(m) =
cm · e
cm · e (4)

where e = [1, 1, ..., 1]T , and [•]T indicates a transpose matrix.
The method to detect the network attack symptoms considering two mea-

sures given in Eq.(3) and Eq.(4) is as follows. Let xp(m) and xr(m) be the
weighted averages of the APS and the CVR measured at m-th detection period,
respectively, and given by

xp(m+ 1) = αpxp(m) + (1 − αp)P (m) ,m = 0, 1, 2, ... (5)

xr(m+ 1) = αrxr(m) + (1− αr)R(m) ,m = 0, 1, 2, ... (6)

where αp and αr are the constant values between 0 and 1.
In general, it is known that the normal traffic flows in a stationary state vary

within a forecastable range. Let mp and δp be the average and the tolerance for
the weighted average of the APS of the normal traffic within a certain stationary
state, respectively. The mp is calculated by the conventional way to obtain an
arithmetic mean, and the δp is determined by an administrative policy of the
network operators. Similarly, we define mr and δr as the average and the toler-
ance for the weighted average of the CVR of the normal traffic within a certain
stationary state, respectively. It is assumed that the tolerances δp and δr are
determined based on the normal traffic flows prior to the actual measurement
for the detection. The case when the measured xp(m) and/or xr(m) exceed the
tolerances δp and δr, we can assume that it may be a symptom of the network
attacks. In order to determine the situation that the network infrastructure is
currently being attacked, we define the three states such as NORMAL, ALERT,
and ATTACK. The NORMAL state is the state that there is no attack. The
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ALERT state is the one that the attack symptom is in question but the deci-
sion of the attack symptom is not completed. And, in the ATTACK state, it is
inferred that the network resources are being attacked. The transition between
those states and the main algorithm to detect the attack symptom considering
those states are illustrated as follows.
——————————————————————————————————–
<variables>
attack count : counter for representing the degree of attack
Alert Threshold : threshold value to change between ALERT and ATTACK states
Attack Threshold : maximum value of attack count
state : current state of the algorithm

<main algorithm>
at the end of every detection period, update xp(·) and xr(·) by using (5) and (6)
considering xp(·) and xr(·), the state at the detect period is determined by
the following sequence.

if ( state == NORMAL )
if ( ( xp(·) > δp AND xr(·) ≤ δr ) OR ( xp(·) ≤ δp AND xr(·) > δr) )

state = ALERT;
attack count += 1;

elseif ( xp(·) > δp AND xr(·) > δr )
state = ALERT;
attack count += 2;

endif
elseif ( state == ALERT )

if ( ( xp(·) > δp AND xr(·) ≤ δr ) OR ( xp(·) ≤ δp AND xr(·) > δr ) )
attack count += 1;

elseif ( xp(·) > δp AND xr(·) > δr) )
attack count += 2;

elseif ( xp(·) ≤ δp AND xr(·) ≤ δr )
attack count -= 2;

else
attack count -= 1;

endif
if ( attack count > Alert Threshold )

state = ATTACK;
elseif ( attack count ≤ 0 )

state = NORMAL;
attack count = 0;

endif
elseif ( state == ATTACK )

if ( xp(·) > δp AND xr(·) > δr) )
attack count = MIN ( attack count+1, Attack Threshold);

elseif ( xp(·) ≤ δp AND xr(·) ≤ δr )
attack count -= 2;

else
attack count -= 1;

endif
if ( attack count ≤ Alert Threshold )

state = ALERT ;
endif

endif
———————————————————————————————————–

3 Proposed Global Traffic Control Architecture

Fig.1(a) shows the proposed global traffic control architecture for protecting the
resources of network infrastructure by isolating network attacks using the detec-
tion method described in Section 2. At the boundary of the Internet backbone
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Fig. 1. Global traffic control architecture against network attacks: (a) architec-
ture (b) traffic control mechanism at edge routers

network, there are edge routers with the control mechanism as shown in Fig.1(b).
Each link at an edge router has a packet filter unit and an aggregate traffic mon-
itor unit. The packet filter unit filters attack packets flowed into the backbone
network according to the packet filter table. In the packet filter table, there exist
the list of attack flows to be filtered, which is provided by the global detection
system in the global detection network. With the filtered aggregate traffic, the
traffic monitor unit detects whether the further attack symptoms exist by using
the detection method described in Section 2. It is noted that at initial state,
there is no list in the packet filter table, so the filtered aggregate traffic is just
same as the incoming traffic into the packet filter unit. If any attack symptom
is detected, all packets are alternatively routed to the global detection network.
If no attack is detected, packets are forwarded through the backbone network
according to a normal routing policy.

In the global detection network shown in Fig.1(a), the packet forwarding pro-
cess to deliver packets to their destination networks is also carried out. However,
egress edge routers with links from both the backbone and the global detection
networks treat packets from the backbone network with higher priority than
those from the global detection network. That is, packets from the global detec-
tion network can be forwarded only if there exist an available bandwidth after
the packets from the backbone network are forwarded first. The global detection
system classifies attack flows from the traffic flowed into the global detection net-
work by using the detection method such as [2] or others. The detected attack
flow information is reflected in the packet filter table at each ingress edge router,
then the packet filter unit at the edge routers can filter the attack packets by
referring to the packet filter table.

In the global traffic control architecture, firstly the attack symptoms are de-
tected for the aggregate traffic at each ingress edge router on each inbound link
to the backbone network, and then the flow level attack detection is carried out
for those detected aggregate traffic only in the global detection network. In ad-
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dition, packets listed in the packet filter table are filtered. It is noted that the
packet filter table is constructed using the information provided by the global
detection system. With the two step detection and filtering, as time goes by,
the computational complexity to detect the attack symptoms and flows can be
significantly reduced. On the other hand, if the attack detection and filtering is
done at each link only, the computational complexity is kept constant regardless
of time, and it is difficult to construct the global detection infrastructure be-
cause much of information should be exchanged between edge routers and it will
require much higher computational complexity. From these points of views, the
proposed global traffic control architecture can deal with the network attacks
more efficiently.

4 Experimental Results

For the experiment, we artificially generated normal and attack traffic according
to the known statistics as in [7] and [5], respectively. That is, for the parameters
of the normal traffic, we used 0.9 for the Hurst parameter and 9 Kpackets per
second for the average packet count. For those of the attack traffic, we used 0.99
for the Hurst parameter and 5.3 Kpackets per second for the average packet
count. We had the packet size of each generated packet followed the distribution
shown in [5]. For the self-similar traffic generation, we used the method proposed
in [9].

Efficiency of Aggregate Traffic Level Attack Detection First, we carried
out an experiment to show the efficiency of the attack detection method at
aggregate traffic level. For the experiment, normal traffic was generated during
about one hour. Then, attack traffic was additionally generated for 30 minutes
from 10 minutes after the normal traffic generation had started. For testing
the effectiveness of the proposed method, we define the following performance
measures

Exactness = (Tdetected/Tactual)× 100(%) (7)

ErrorRatio = (Terror/Tactual)× 100(%) (8)

DetectDelay = Tdetected − Tactual (9)

where Tactual and Tdetected are the time duration that the attack traffic is ap-
peared in the test sequence used for the experiment and the time duration that
the attack is detected by the proposed algorithm, respectively. Terror is the time
duration that the detection is not correct, which consists of the duration clas-
sified into ATTACK state though it is not the actual attack duration and the
duration that is not classified into ATTACK state though it is within the actual
attack duration. And, Tactual and Tdetected are the start time of the attack in the
test sequence and the time that the attack is firstly detected by the algorithm,
respectively.
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Table 1. Efficiency of the attack detection algorithm

L \ Δ 10 msec 100 msec 1 sec

10 99.98%/0.001/300msec 99.77%/0.016/3sec 97.71%/0.275/30sec

100 99.77%/0.016/3sec 97.71%/0.274/30sec n/a

1000 97.71%/0.274/30sec n/a n/a

 

A 

N1 

N2

ER1 

ER2 

ER3 

D1 D2

SR1

Fig. 2. Network topology for the experiment

Table.1 shows the experimental results for the detection algorithm varying
the unit time Δ and the detection period L. The format of A/B/C in each
cell in Table.1 represents the performance measures such as Exactness/ Error-
Ratio/ DetectDelay. The parameters for obtaining Table.1 are as follows: αp=
αr=0.9, Alert Threshold=5, Attack Threshold=10. For δp and δr, the maxi-
mum values of weighted averages obtained from the normal traffic test sequence
by using Eq(5) and Eq(6), respectively, are used. As we can imagine intuitively,
the smaller the values of Δ is, the better the performance measures such as Ex-
actness and ErrorRatio are. While the bigger the value of L is, the larger the
DetectDelay is. However, it is noted that as Δ and L are decreased, the com-
putational complexity will be increased, and it will give the more load to the
system. For any treatable parameters, the exactness of the detection is greater
than 97%.

Performance of the Global Traffic Control Architecture. The perfor-
mances of the proposed global traffic control architecture are evaluated by using
ns-2 simulator[10]. The simulation topology is shown in Fig.2. The backbone
network consists of three edge routers such as ER1, ER2 and ER3, and there are
two routers D1 and D2 in the global detection network. R1 is the router outside
the backbone network. We assign each link’s bandwidth as 100 Mbps, the queue
length between ER3 and S as 200 packets, and other queues as infinite. Nodes
N1 and N2 generate normal packets destined for node S, and node A does attack
packets for node S also. To show the efficiency of the proposed architecture, we
set the following three scenarios. In all scenarios, all packets generated from N2
are delivered to S through ER2 and ER3. As queueing disciplines, CBQ (class-
based queueing) is used at ER3, and FCFS is used at other routers. For the
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Fig. 3. Packet loss ratio performances

CBQ, we assign the same higher priority to packets directly delivered from ER1
and ER2, and the lower priority to packets from D2.

– Scenario 1 : All packets from N1 and A are delivered to S from ER1 to ER3
directly.

– Scenario 2: All packets from A and N1 are alternatively routed to D1 at
ER1, and then delivered to ER3 through D2.

– Scenario 3 : All packets from A are filtered at ER1, and those from N1 are
delivered to ER3 through ER1 directly.

It is noted that the Scenario 1 corresponds to the case that no attack detection
and control mechanisms are not applied to. Scenario 2 is the case that the attack
from a link is detected at the aggregate traffic level, and the packets from the link
are alternatively routed to the global detection network for protecting resources
in the backbone network, but global attack flows are not classified yet. Scenario
3 illustrates that packets from the attack flows classified by the global detection
system are filtered. For those three scenarios, we evaluate the packet loss ratio
and the end-to-end delay performances, which are shown in Fig.3 and Fig.4. For
obtaining the results of Fig.3 and Fig.4, the traffic rates from node N1 and N2
are fixed, while the attack traffic rate from A is varied. So, the horizontal axes
of Fig.3 and Fig.4 are the fraction of the attack traffic to the total normal traffic
in packet counts.

As we can see from Fig.3(a), as the attack traffic increases, the loss ratio of
packets from N1 and N2 also increases in Scenario 1. Especially, the loss ratio
of N2 shows slightly larger than that of N1. The reason of this phenomenon is
as follows: Since priorities of packets from all nodes N1, N2 and A are same in
Scenario 1, ER3 treats all packets according to FCFS discipline for two links,
so the loss probability from N2 may be increased. In Scenario 2, while the loss
ratio of N2 packets are kept at a constant level lower than that of Scenario 1,
the loss ratio of N1 increases significantly. This is because the N1 packets are
alternatively routed to D1 with attack packets and they are treated at ER3
with lower priority than N2 packets. In Scenario 3, the loss ratios of N1 and
N2 packets are very similar as those in Scenario 1 when there is no attack
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Fig. 4. End-to-end delay performances

traffic. Due to the insertion of attack packets in the link between R1 and ER1,
the loss ratios of N1 packets show slightly larger values compared with those
of Scenario 1. The average statistics for Fig.3(a) is shown in Fig.3(b). From
Fig.3(b), we can see that the quality of service(QoS) on the links without attack
traffic degraded during Scenario 1 period, but the QoS is recovered through
scenario 2 and 3 period. It is noted that since the attack detection is done at
aggregate traffic level, the duration of Scenario 1 can end in very short period. In
addition, though the node that shares the link with any attack traffic experiences
the QoS degradation in Scenario 1 and Scenario 2 periods, its QoS is recovered
after Scenario 3 period starts. Fig.4 shows the end-to-end delay performances for
the proposed architecture. As we can see from Fig.4, the trend of the end-to-end
delay is very similar to that of the packet loss ratio.

From the experimental results, we can see that the proposed global traffic
control architecture can protect the normal traffic in the backbone networks
very efficiently. That is, when attack traffic is inserted to a link, though there
are some performance degradation of the normal traffic on the same link during
some short period before the global detection system classify those attacks, the
performance of the normal traffic can be recovered in soon. It is noted that while
the performance degradation is experienced in the normal traffic shared same
link with the attacks, the other normal traffic with different links without attacks
are not affected by those attacks. Likewise, the proposed global traffic control
architecture can not only isolate the attacks, but also protect the normal traffic
from those attacks.

5 Conclusion

In this paper, we proposed a global traffic control architecture against network
attacks to isolate the attack traffic from the normal traffic. The architecture is
based on the detection of network attack symptoms at the aggregate traffic level,
so the architecture can be operated with very lower computational complexities.
We showed the effectiveness and the applicability of the proposed methods by
experiments.
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Fig. 5. Attack traffic characteristics:(a) relative statistics between packet counts
and traffic volumes (b) CVR characteristics (c) VTP characteristics

Backbone networks have their own network management systems to monitor
and maintain the networks. By cooperating the detection methodology based on
the traffic measurement with those network management systems, it is possible
to develop a global defense infrastructure. The proposed global traffic control
architecture can be used for constructing the global defense infrastructure. The
more practical control mechanism to cooperate with network management sys-
tems by extending the proposed control architecture requires further study. In
addition, we derived the measures for detecting attack symptoms by using cap-
tured packet data empirically. So, to investigate the traffic model for reflecting
the variety of network attacks and to develop more practical control method to
detect and deal with those attacks require further study.

Appendix: Attack Traffic Characteristics

In this Appendix, it is shown some important attack traffic characteristics that
are used for deriving two measures illustrated in Section 2. Traffic data for the
investigation were captured on two trans-pacific T3 links connecting the U.S. and
a Korean Internet Exchange with the help of National Computerization Agency,
Korea[5]. Then, we classified network attack packets from the captured data by
using the method proposed in [2] into three classes such as the attack traffic as
the sequence of packets classified for network attacks among captured packets,
the normal traffic as the sequence with remaining packets, and the aggregate
traffic as the sequence of whole packets. Among the traffic characteristics for
those three traffic classes, the relationships between the traffic volume and the
packet counts are depicted in Fig.5(a), in which all values are measured in 1
second period. From Fig.5(a), we can see that when the attacks are added, the
degree of packet count variation in the aggregate traffic becomes much higher
than that of traffic volume variation. Fig.5(b) shows the CVR in a certain time
period, in which more attacks are detected than in other time period. As we can
expect, the CVR of the attack traffic is much higher than that of the normal
traffic. Accordingly, the CVR of the aggregate traffic is getting increase by adding
the attack traffic as shown in Fig.5(b).

It has been well known that the Ethernet traffic is statistically self-similar[7].
The self-similar nature of a traffic flow can affect the development of network
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congestion control schemes as well as the source traffic characterization. It is
noted that the higher the self-similarity of the traffic is, the more the network
performances such as link utilization, throughput, and so on, are affected. In
order to find out how the self-similar nature of the normal traffic is affected by
the attack traffic, in Fig.5(c), it is shown the variance-time-plot (VTP) [7] for
estimating Hurst parameters for each traffic type. We can see that the attack
traffic shows higher self-similarity than the normal traffic, and that the self-
similarity of the aggregate traffic is increased by adding the attack traffic. This
indicates that since the addition of the attack traffic increases not only the traffic
volume in networks, but also the self-similarity of the aggregate traffic, it can
significantly affect the network performances more than in the situation that the
same amount of the normal traffic is added.

Acknowledgements. This work was supported by grant (No. R05-2004-000-
10824-0) from Ministry of Science & Technology, Korea.
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Abstract. In this paper, we propose an approach to transport layer
mobility support leveraging the SCTP extension dubbed dynamic ad-
dress reconfiguration. Timing issues related to the end-to-end address
management, and a novel error recovery mechanism associated with a
handover are discussed. The error recovery time of proposed mechanism
is analyzed and compared to that of the plain SCTP for handover cases.
Finally, through a series of simulations, the performance of the proposed
SCTP enhancements over plain IPv6 is compared with the MIPv6 and
its variants (i.e., HMIPv6 and FMIPv6) with TCP Reno on top of them.
The simulation results present the performance gains of the pro-posed
error recovery mechanism, which is possible within the context of trans-
port layer mobility management.

1 Introduction

Realizing seamless mobility is required for the next generation IPv6 [1] Internet
users. Currently, starting from Mobile IPv6 (MIPv6) [2], several approaches [3,
4] to the seamless mobility support have been proposed at the network layer.
Network layer approaches may be beneficial as mobility support can be done
transparently to transport layers or upper layers. However, these approaches
counter to a few undesirable characteristics: network architecture complexity
due to additional special entities, overhead due to triangular routing and tun-
neling, complicated security issues, etc. Furthermore, the transport layer may
not be able to optimally control the transmissions because it is transparent to
the handover as well as the new network situations [2, 3, 4].

On the other hand, an end-to-end approach based on transport layer might
alleviate these problems, while such an approach requires a mechanism to map a
new end-point address to the existing connection. Stream Control Transmission
Protocol (SCTP) [5] is among standard transport layer protocols and provides
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a good potential for the dynamic address mapping problem. Inherently, SCTP
supports multi-homed end hosts with more than one IP address allocated to
it [5]. Standardization within IETF is in progress to extend this protocol to
provide a method to dynamically reconfigure IP address information on an ex-
isting connection [6]. Therefore, in this paper, we propose a novel transport layer
approach to mobility support based on SCTP. Leveraging the SCTP dynamic
address reconfiguration feature, we first design a mechanism to change a data
packet destination address as well as means to map an endpoint address to an
existing association. Then, an efficient error recovery mechanism is proposed to
optimize the network performance upon handover. A thorough simulation study
will be followed to evaluate and validate the proposed approach compared to
other network layer approaches.

The rest of the paper is organized as follows. Section 2 presents our transport
layer approach to mobility support. A comprehensive simulation study of various
schemes including MIPv6, Hierarchical MIPv6 (HMIPv6)[3], Fast Handover for
MIPv6 (FMIPv6)[4] and the proposed approach is given in Section 3. Finally,
we conclude our work in Section 4.

2 A Transport Layer Mobility Support Scheme

This section describes our approach to transport layer mobility support lever-
aging the SCTP extension dubbed dynamic address reconfiguration [6]. This
extension is used to dynamically add or remove addresses from an ongoing trans-
port layer association. In the proposed scheme, we are particularly interested in
mobile terminals (MTs) equipped with a single wireless network interface that
are currently the most common feature.

An SCTP endpoint is considered multi-homed if there are more than one
transport addresses that can be used as a destination address to reach that end-
point. With these multi-homed endpoints, one endpoint shall select one of the
multiple destination addresses of a multi-homed peer endpoint as the primary
path to transmit data packets. The rest of paths can be used as backup in the
case of failure of the primary address, or for retransmissions of lost packets [5].
In fact, the proposed approach allows the correspondent terminal (CT) to trans-
mit data packets only through a primary path at a given time even though the
CT maintains several IP addresses for the MT with which it is communicat-
ing because we focus on MTs equipped with a single network inter-face. In the
proposed scheme, the end-to-end mobility support can be achieved by the aid
of Address Configuration Change (ASCONF) and Address Configuration Ac-
knowledgement (ASCONF-ACK) control chunks, which may contain different
re-quest parameters for the peer [6]. These parameters signal:

– AddIP: the address specified is to be added to the existing SCTP association,
– DELETEIP: the address specified is to be removed from the existing SCTP

assciation, or
– Set Primary: the specified address is marked as the primary address to send

data
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In the following sections 2.1 and 2.2, we first discuss timing issues for the MT to
send its CTs ASCONF chunks with these three different types of parameters in a
handover situation. In addition, we present an efficient error recovery mechanism
associated with a handover leveraging the fact that the transport layer perceives
the MT handovers.

2.1 Timing Issues for End-to-End Address Management

As illustrated in Fig. 1, the MT first performs the layer-2 handover and then
obtains an IP address as it moves towards the new sub-network. For the MT
equipped with a single network interface, once the layer-2 handover begins, the
MT cannot receive any more data packet from the previous Access Point (AP).
Thus, it needs to update the CTs on its new IP address as soon as possible.
Consequently, upon detect-ing a new IP address, the associated ADDIP and Set
Primary embedded in the ASCONF chunk need to be sent immediately. On the
other hand, the related DELETEIP might be triggered at one of the following
options:

1. After the MT completely moves into the new location (i.e., the previous AP
is unreachable any longer)

2. As soon as it acquires a new IP address (i.e., at the same time the MT
triggers ADDIP and Set Primary)

3. When the MT successfully receives the first data packet through the new
primary path

We note that the time instant that the MT informs the CT of the DLETEIP
is not critical to the handover latency. The handover performance is determined
by the time instants that data transmissions through a new path become possible
and data transmissions through the previous path become unavailable, respec-
tively. These events are independent on when to trigger the DELETEIP. In fact,
the former depends on when the Set Primary is performed and the latter when
the layer-2 handover starts. It is however worth noting that protocol processing
overhead is directly related to when the DELETEIP is triggered.

Fig. 1. Operation of proposed scheme
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As a normal movement, if the MT keeps moving from a pervious AP to a new
AP, the strategy (2) is desirable because three signaling messages (i.e., ADDIP,
Set Primary, and DELETEIP) are aggregated into a single ASCONF chunk.
Thus, this strategy is beneficial in terms of the number of ASCONF/ASCONF-
ACK control chunks per handover and also the interrupt overhead within the
communication protocol stacks resulting from the control chunk reception by the
CT. However, the strategy (2) bundles up three operations and thus imposes
unnecessary processing over-heads on the MT and the CT with unnecessary
ADDIP and DELETEIP if the ping-pong patterned movement repeats. The
strategy (1) is suitable to the ping-pong movement case due to its ability to
separate the Set Primary triggering. The strategy (3) has the same amount of
overhead as the strategy (1) if the ping-pong movement incurs another handover
before MT receives the first data packet through the current path. Otherwise,
the strategy (3) triggers both ADDIP and Set Primary because the DELETEIP
has been already performed and thus incurs the same amount of processing
overhead as the strategy (2) does. In the proposed scheme, we use the strategy
(1) by which the ping-pong phenomenon can be gracefully dealt.

2.2 An Efficient Error Recovery Mechanism for Handover

In this section, as an extension of SCTP, we present a novel approach to achieve
efficient error recovery mechanism for handover. The proposed approach and the
current SCTP standards will be analyzed with regards to the handover latency
as well as the time duration to recover lost packets. The handover latency is
defined as the elapsed time between the beginning of layer-2 handover and the
arrival of the first packet via new route. In our analysis, we assume that packet
loss is only due to hand-over and all of the acknowledgements (ACKs) sent by
the MT for packets that have arrived at it before the handover are successfully
delivered to the CT. SCTP employs error and flow/congestion control algorithms
similar to those used in TCP. While supporting multi-homing, SCTP maintains
a receive window size per association, and a congestion window size and an
outstanding data size per path. In mobile environments, this implies that the
congestion window size of the new path is not affected by the ACK sent over
the old path before handover. Following the slow start phase, SCTP reduces the
congestion window size to one in the case of retransmission time-out (as TCP
does) and sets it to two for the new path, respectively.

As illustrated in Fig. 2(a), CT may not receive any ACK for a while, after
receiving the last ACK sent over to the old path, because of the losses caused by
the handover. Then, the CT may exhaust its available window, set its retrans-
mission timer, and thus temporarily stop transmitting. Later, it retransmits the
first lost packet as the timer expires. If this happens after the CT receives the
ASCONF chunk, the packet would be successfully sent over the new path. But
if not, the packet would be sent over to the old path, and lost again, resulting in
second timeout, and so on. That is, the number of retransmissions for the packet
can be more than once depending on the time that the CT receives the ASCONF
chunk. For each timeout, the timer doubles its timeout threshold value [5]. As
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shown in Fig. 2(a), if the CT suffers from nth retransmission timeout before the
corresponding ASCONF chunk, the handover latency Htimeout is

Htimeout = PAT + Dnew
ASCONF + α + Dnew

data ≈
n∑

i=0

2i × TO, (1)

, where 0 ≤ α ≤ 2n × TO.
In (1), PAT (Path Acquisition Time) is the elapsed time for the MT between
the be-ginning of the layer-2 handover and the acquisition of a new IP address.
Dx

y denotes the delay to deliver y through the path x, TO denotes the initial
retransmission timeout value, and α equals the length of time interval from the
time instant that the CT receives the ASCONF chunk till the instance that the
current retransmission timer expires. Following the congestion control mecha-
nism of the current SCTP, the new path cannot be used even after the arrival of
the ASCONF chunk unless the current retransmission timer expires. This side
effects result in exponentially increasing hand-over latency with the number of
retransmission timeout. Furthermore, every retransmission timeout reduces the
congestion window to one and this value increases following the slow start phase.
Therefore, given that l (>0) packets are lost and i retransmission timeouts occur
during handover before the CT receives the corresponding ASCONF chunk, the
total time delay (Ltimeout) at the CT for the lost packet recovery after the arrival
of the ASCONF chunk is

Ltimeout = α + (1 + �log2 l�) × RTT. (2)

, where and RTT denotes the round trip time.
On the other hand, as illustrated in Fig. 2(b), the CT may proceed its trans-

mission over the new path without experiencing retransmission timeout. In this
case, the handover latency is minimum with the original SCTP. We formulate
this handover latency Hno−timeout as in the following:

Hno−timeout = PAT + Dnew
ASCONF + Dnew

data. (3)

In this case, the lost packets are recovered by Fast Retransmission mecha-
nism because ACKs are arriving continuously. Since SCTP Fast Retransmission
mechanism requires 4 duplicate ACKs, which takes at least 2RTTs after receiv-
ing the ACONF, the recovery of losses caused by handover may start only after
2RTT passes after receiving the ASCONF. Detailed proof of this assertion is
omitted due to page limitation. After receiving 4 duplicate ACKs, SCTP applies
Fast Recovery congestion control. In this kind of handover case, the congestion
window is supposed to be less than 2 packets when the Fast Recovery starts,
and Fast Recovery phase increases the size of congestion window by one packet
for each RTT.

Based on this observation, now we formulate the relationship between the
number of lost packets and its recovery time normalized by RTT in Equation
(4). The sequence of minimum number of lost packets that requires k · RTT
for error recovery, for k ≥ 2, is a sequence of progression of differences with the
initial term being 2 and the progression difference being (k + 2). Hence, the
minimum number of lost packets, which is denoted by Sk, that requires k · RTT
recovery time is

Sk = 2 +

k−1∑
i=1

(i + 2) =
k2 + 3k

2
, for k ≥ 2. (4)
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Fig. 2. Error recovery for handovers by the original SCTP

We replace k with (k-1) in (5) in order to include the case with k = 1, and obtain

Sk−1 =
(k − 1)2 + 3(k − 1)

2
=

k2 + k − 2

2
, for k − 1 ≥ 1. (5)

Then, the number of lost packets becomes

l = �k2 + k − 2

2
�. (6)

Solving the equation (7) for k, k is obtained as follows:

k = �−1 +
√

1 − 4(−2 − 2l)

2
� = �

√
8l + 9 − 1

2
�, for l ≥ 1. (7)

As a result, without retransmission timeout, the total time delay Lno−timeout at
the CT for the lost packet recovery after the arrival of the ADDIP/Set-Primary
ASCONF chunk is

Lno−timeout = (2 + �
√

8l − 9 − 1

2
�) × RTT, for l ≥ 1. (8)

As formulated in Equation (8), the total time delay to recover all of the lost
packets is considerable even with no retransmission timeout.

In view of this, we propose a simple but very effective means to minimize
the lost packet recovery time as well as the handover latency by capitalizing on
the transport layer awareness of the mobility. The proposed approach requires
changes of SCTP module only at the CT part. Upon receipt of this ASCONF
chunk, the CT immediately stops its timer for the last packet transmitted over
the old path and sends the packet with the lowest sequence number among the
packets which are never sent to the MT yet. This packet is referred to as a probe
packet in this paper. SCTP standards allow sending one packet even with zero
receiver window if the outstanding data size is zero. Since the outstanding data
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Fig. 3. Error recovery for handovers by the proposed scheme

size of the new path is always zero, transmitting this probe packet is always
legitimate with respect to the existing SCTP flow control regardless of the re-
ceiver window size. Since SCTP deploys Selective ACK (SACK), the ACK for
the probe packet from the MT contains the information about the last packet
received by the MT through the old path. Receiving the ACK for the probing
packet, the CT starts transmitting the packets that are lost during handover
with the slow start congestion control. Note that slow start congestion control
assures that the transmission on the new path is not only as friendly as a newly
starting SCTP flow but also it grasps the available bandwidth on the new path
exponentially fast. Fig. 3 illustrates the error recovery procedure of the proposed
mechanism when handover happens.

The handover latency of the proposed approach, Hprobe is
Hprobe = PAT + Dnew

ASCONF + Dnew
data. (9)

Obviously, the proposed approach reduces the handover latency by α (0 ≤ α ≤
2i × TO) compared to the original SCTP when retransmission timeout occurs.

The total time delay Lprobe to recover lost packets after receiving the AS-
CONF chunk is

Lprobe = {1 + �log2(l + 1)�} × RTT. (10)

Therefore, the proposed approach indeed reduces the packet loss recovery time
by E:

E =

⎧⎪⎪⎨⎪⎪⎩
Ltimeout − Lprobe = α, where0 ≤ α ≤ 2i × TO,

if (number of rtx timeout >0)
Lno−timeout − Lprobe = [1 + �

√
8l+9−1

2 � − �log2(l + 1)�]×RTT,
if (number of rtx timeout = 0)

(11)

3 Performance Evaluation

Series of simulations were conducted for the performance comparisons between
the proposed SCTP enhancements over plain IPv6, and MIPv6 and its variants
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Fig. 4. A network model used in the simulation

(i.e., HMIPv6, and FMIPv6) with TCP Reno, the most widely used connec-
tion oriented transport layer protocol, on top of them. The various previously
proposed TCP enhancement mechanisms for mobile environments are not taken
into account in our simulation since all of those mechanisms mainly focus on
avoiding spurious congestion window reduction caused by handover whereas the
proposed transport performance enhancement mechanism mainly focuses on the
error recovery aspect. Therefore, the simulation results will present the perfor-
mance gains of the proposed error recovery mechanism, which is possible in the
context of transport layer mobility management, compared to the performance of
plain TCP Reno whose session mobility is supported by MIPv6 and its variants.
We construct a simulation model using Network Simulator 2.27 [8].

The network model used in the simulation study is illustrated in Fig. 4. The
entities noted in the parenthesis in Fig. 4 are required to implement the network
layer approaches. The transmission range of AR1 and AR2 has been set to 250m
and the distance to pass through the overlapping area of these two adjacent ARs’
coverage to 50m. The MT randomly moves around the coverage areas of AR1
and AR2 following Waypoint Mobility Model. In various scenarios, we measure
the handover latency and the time duration to transfer the file of 20MB, referred
to as a file transfer time in the sequel. In each simulation, we varied the velocity
of the MT, PAT, and the internet delay. The internet delay will be varied by
changing delay in the path between N1 and N2.

Fig. 5. Handover latency for different
moving speed of MT

Fig. 6. File transfer time for different
moving speed of MT
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As shown in Fig. 5 and 6, we vary the MT velocity range from 2 m/sec to
28 m/sec and examine the impacts on the handover latency and the file transfer
time. The internet delay was set to 50ms for this experiment. For all schemes, the
handover latency was almost constant but the transfer time increases as the MT
moves faster. This is because the handover latency is determined by the time that
the CT or the mobility anchor point (MAP) begins to transmit data packets over
the new path and this time instant is irrelevant to the velocity of the MT. On
the other hand, the file transfer time becomes longer because the handover rate
of the MT increases as it moves faster. As shown in Fig. 5, FMIPv6 yields the
lowest handover latency. It is expected because the MT can receive data packets
through the tunneling between previous access router and new access router as
soon as it performs the layer-2 handover [4]. Thus, its handover latency is about
the layer-2 handover latency. The handover latency of the proposed approach
based on SCTP presents the second lowest one. In our scheme, data packets are
immediately transmitted to the new IP address as the CT receives ADDIP and
Set Primary parameters embedded in the ASCONF chunk. In both MIPv6 and
HMIPv6, if timeout occurs due to a lost packet resulting from the handover, even
after receiving Binding Updates (BU), the CT may not be able to transmit data
to the new IP address and has to postpone it until the current retransmission
timer expires. By the way, in HMIPv6, BU can be processed at the local MAP,
which is located much closer to the MT than the CT is [3]. Thus, BU can be
completed faster in HMIPv6 than in MIPv6. As a result, HMIPv6 yields lower
latency than MIPv6 does. We note that the handover latency directly influences
the file transfer time and thus the latter becomes longer if the former is higher
as shown in Fig. 6.

In order to precisely investigate the reason for the different handover latency
of each scheme, we then examine the performance while varying PAT from 0 sec
to 5 sec. The MT velocity and the internet delay were set to 15 m/sec and 50ms,
respectively. As shown in Fig. 7, in our approach, the handover latency gradually
increases proportional to PAT and those values are almost same as PAT values.
This result confirms the results displayed in Fig. 5 in which the handover latency
is also almost the same as PAT. Unlike our scheme, the handover latency in
MIPv6 or HMIPv6 has the step pattern jumping with the amount of each jump
being twice of its previous jump. This is because the number of retransmission
timeouts at the transport layer of the CT increases as PAT increases.

Now we study the performance with regards to various internet delays ranging
from 5ms to 300ms. The MT’s velocity is still set to 15m/sec in this experiment.
As shown in Fig. 8, the handover latency of FMIPv6 is not affected by the
internet delay because the data delivery to the MT starts as soon as it is attached
to the new AP. In our approach, the higher internet delay implies the higher
delays to deliver the ASCONF chunk to the CT and data packets from the
CT to the MT. Therefore, the handover latency comes to about twice of the
internet delay. In MIPv6, the higher internet delay prolongs the time to deliver
BU, data packets and ACKs, is also related to the TCP retransmission timeout
mechanism indicated in the previous experiment, and results in overall the worst
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Fig. 7. Handover latency for different
PAT

Fig. 8. Handover latency for different
Internet delay

performance. HMIPv6 is also affected, but not as seriously as MIPv6 does, by
the relationship between the internet delay and retransmission timeout due to
the delay to deliver ACKs.

4 Conclusion

In this paper, we propose an approach to transport layer mobility support lever-
aging the SCTP extension dubbed dynamic address reconfiguration. Timing
issues related to the end-to-end address management, and an error recovery
mechanism associated with a handover are discussed. The error recovery time
of proposed mechanism is analyzed and compared to that of the plain SCTP.
Finally, through a series of simulations, the performance of the proposed SCTP
enhancements over plain IPv6 is compared with the MIPv6 and its variants with
TCP Reno on top of them. The simulation results present the performance gains
of the proposed error recovery mechanism, which is possible within the context of
transport layer mobility management, compared to the plain TCP Reno whose
session mobility is supported by MIPv6 and its variants.
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Abstract. Recently, with the advent of the wireless Internet, IPv6, and
P2P communications, the seamless transmission of a constant stream-
ing data through wireless Internet has been widely accepted as a new
research area. In this paper, we address a seamless transmission of con-
stantly generated streaming data from a moving object to a remote site.
We divide the whole wireless communication environments into an indoor
environment, where the main communication method is the WLAN and
an outdoor, where the main communication method is CDMA cellular
Network and assume that the mobile server is able to move anywhere. We
develop algorithms, implement them on a PDA-based hardware platform,
and show some of the results. We think that, with some improvement
of the performances, this work can be applied to many services such as
P2P communication, file sharing services such as Napster or Soribada,
and constant monitoring of the mobile objects.

1 Introduction

Recently, the file sharing services such as Napster or Soribada are spreading
widely. In most cases of P2P communications, we assume that servers containing
information such as multimedia files, are fixed in a wired network. However,
with the development of the technologies in the portable devices such as the
notebook,PDA, etc, the mobile cellular networks, and the WLAN, is is possible
to operate mobile servers. In running mobile servers, one of the most crucial
problem is the mobility of the servers. If the mobile servers are not equipped
with handover, then the mobile servers are not able to function as serves.

In this paper, we consider the mobility of the mobile servers, i.e., the problem
of handover of mobile servers. Many researchers think that the IP handover is
one of the solutions. To do this, however, in addition to the techniques in IP
and higher layers, something has to be done in the lower layer such as physical
layer on a mobile terminal. For example, the terminal should check the signal
strength from the BTS always and decide the time when the best time for the
handover is. This is basically the Mobile Controlled Handover.

We can assume that the mobile servers can be in any environment. Among
them, the two most important networks are the cellular networks and WLANs.
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The WLANs are rapidly replacing with the existing wired LANs. It is expected
that, sooner or later, the WLANs become the most popular method for accessing
Internet and voice communication [1,2]. WLANs provide 11, 54, or 100 Mbps of
speed and the reliability in accessing. Also, once the infra is established, then we
do not need to pay virtually extra costs. However, since the coverage is not wide,
it is not easy to build a wide area network such as the cellular. On the other
hand, the wireless cellular phone is the most popular communication method.
Most cellular networks have a nationwide coverage. This, however, needs to pay
expenses. Another weak point is that the data rate is not high. Thus, the two
methods have their strong points and weak points as well. Exploiting the strong
points of these methods, we can build more reliable and cheap communication
methods. If the handover between these environments are developed, then we
can realize the mobile servers in P2P communications.

In this paper, we present some basic results for the implementation of the
seamless transmission of constantly generated low speed data through both Wire-
less LAN and CDMA public cellular network. We consider also the data trans-
mission over each of the environment as well as the handover between the two
environments. The organization of this paper is as follow. After an introduc-
tion of the problem that we address in this paper, we present the overview of a
WLAN environment and a CDMA cellular network. Then we consider the trans-
mission of data at the two environments and the handover between these two
environments. Finally, we show some results.

2 System Organization

2.1 Overall Scenario

The wireless communication environments to be considered in this paper are
given in Figure 1. As we can see in this figure, a mobile server has a data source
that generates low speed constant data. These data are sent to a remote client
over any possible network. In this figure, a human has a moving server in a
PDA and is assumed to be moving around the two different environments: the
indoor environment and the outdoor environment. In the indoor environment,
the main communication method is assumed to be the Wireless LAN. In the
outdoor environment, the main communication method is the CDMA public
cellular service. In the following sections, we review the characteristics of each
of the two networks briefly.

2.2 Overview of the WLAN Network

The WLAN is a modified Wired LAN network for the existing LAN users to
provide the mobility. In WLAN, there are two different modes; Ad Hoc mode and
Infrastructure mode [3,4,5]. In this paper, we consider only the ’Infrastructure
mode’ where the data server and the clients are not in the same network so that
the data are sent through at least one public network [3]-[6]. In other words, the
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Fig. 1. Overall Scenario of the Communication Environments

data in the server are sent to a remote client through at least one AP (Access
point). The WLAN works to the standard IEEE 802.11b, and uses CSMA-CD
[3]-[7]. The WLAN is as fast as 10 Mbps (or 100 Mbps) and as reliable as the
wired LAN.

Fig. 2. Overall View of a Wireless LAN Network

2.3 Overview of a Cellular CDMA Network

There are several cellular services such as GSM, DCS-1800, IS-95, CDMA 2000
1X, etc. In this paper, we assume that the main communication method is the
CDMA public cellular network. The cellular networks have strong points as well
as weak points. The strong point is that they are accessible from anywhere. In
other words, the cellular networks has a nationwide coverage and can be reached
from everywhere, i.e., outdoor as well as indoor. It can even be reached from
the abroad through roaming. This wide coverage has a weak point that the link
quality varies from place to place and so it can be bad in some places. This can
cause errors during the transmission. Another one is that, if we send data for a
while, then the cost becomes huge. Also, the speed of the transmission is not high
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and limited, and is about 10 to 14.4 kbps or 144 kbps which is much lower than
11Mbps or 100 Mbps of WLAN. These limitations, however, are expected to be
resolved in a near future since the speed will increase rapidly as new cellular
services such as CDMA 2000 1X EVDO, IMT 2000, etc., are deployed.

Figure 3 is an overall diagram of the data transmission through CDMA Net-
work [8]. As we can see in this figure, the data at the mobile server are sent
to the nearest BTS (Base Transceiver System) through a CDMA modem. The
data that come into the CDMA network are sent to the RAS (Remote Access
Server) through the PPP (Point to Point Protocol), which is is more efficient
than the SLIP in terms of stability and flexibility, for TCP/IP communication
[9]. In RAS, a user certification is performed. After finishing the certification
process, we can send the data through TCP/IP.

Fig. 3. Overall structure of the CDMA network

3 Seamless Transmission over WLAN and CDMA

3.1 Registration

To begin communication, the first thing to do is the registration. We assume
that the WLAN has higher priority to CDMA because the cellular network is
accessible from anywhere and the WLAN has better performances. In sensing
which service area the mobile server is in, the most important criterion is the
signal strength (SS) from the APs. The mobile server is constantly monitoring
the signal strength, analyzes the current state, and takes action accordingly. In
this section, we address a procedure of sensing the service area of WLAN.

A. Power on: When the power is on, then the mobile server automatically
enters into an initialization process. During the initialization process, both the
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server and the remote client open two independent ports: one for the WLAN
(Port A) and the other for the Cellular Network (Port B). As soon as the con-
nection between the AP and the mobile server has been established, the mobile
server constantly checks the strength of the signal from the AP. If SS is 0, there
are two possible situations. The one is that the server is moving from the WLAN
service area out into a no-service area. The other situation is that it is already
outside of the WLAN service area. In the latter case, since the connection to
RAS has been already established, the server keeps sending data through CDMA.
In the former case, the server initiates the registration process to establish the
connection and then sends data through CDMA network.

If the SS value is greater than 0, then there are two possible occasions. The
one is when the user is about to cross the boundary of the WLAN service area
and moves out of the WLAN service area. The other is that the mobile server
resides in the WLAN service area already.

B. Procedure for Establishing a Connection over WLAN: If the mea-
sured SS is greater than 0 and if the mobile server does not have a connection
over WLAN, then it needs to establish a connection to the remote client over
the WLAN. In Figure 4, we present the procedure for establishing a connection
over WLAN.

Fig. 4. Procedure for establishing a connection over WLAN

The explanation of each procedure is as follows.

1. The mobile server requests a connection to the client using Port A.
2. The client realizes that the server is now in the service area of WLAN and

sends an acceptance notice for the request.
3. The mobile server begins transmission of the data to the remote client

through WLAN.

C. Procedure for Closing the Connection over WLAN and Establish-
ing a Connection over the Cellular Network: While transmitting the data
in the WLAN area, if the SS becomes 0, then it can be said that the client moves
out from the WLAN area and is no longer possible to main-tain the connection.
In Figure 5, the procedure is presented.
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Fig. 5. Procedure for Establishing a Connection over the Cellular Network

1. The mobile server closes the connection of Port A and sends a request for
connection to the remote client through Port B.

2. The client realizes that the mobile server moved out of the WLAN service
area, closes Port A immediately, and accepts the mobile server’s request
through Port B.

3. The mobile server retransmits data over the cellular network through Port B.

3.2 Handover

If the mobile server moves out of the service area of WLAN and crosses over the
boundary of the service area, then the flow of the data through WLAN may be
stopped and lost its track. To prevent this, if the mobile server leaves the service
area, we must switch to the cellular network. Figure 6 shows flow chart for the
handover between the two communication environments. A detailed explanation
of the procedure is as follows.

1. If the SS checked is larger than 0, the mobile server is in the WLAN service
area. In this case, the next step is to check whether the mobile server has a
connection to the cellular network.

2. The mobile server disconnects to the RAS immediately, closes port B, and
be-gins transmission of data through Port A over WLAN.

3. If the mobile server is not connected to CDMA network, then it means that
the server is transmitting data over WLAN and goes to the next step.

4. If the SS is 0, then the server is out of the WLAN area and checks whether
it has a connection with the cellular network.

5. Same as before.
6. If the mobile server is connected to CDMA network, then the mobile server

transmits data as maintain the connection to CDMA network.
7. If not, then the mobile server moves out of the WLAN area. As the RAS con-

nection program is executed automatically, transmission of data is achieved
through CDMA network and port B.



880 Wooshik Kim et al.

Fig. 6. Procedures for the handover WLAN

4 Implementation and Results

4.1 Hardware Platform

The hardware platform implemented in this paper is as follows. We use a Compaq
iPAQ 5450 PDA as the mobile server. This PDA has two modems; the one is
a built-in WLAN modem and the other is a CDMA modem in a cradle. The
OS of the PDA is PocketPC 2002. To develop PDA related software, we used
the embedded Visual C++3.0 and Platform Builder. For the client side, Visual
C++6.0 is used for the development of the client related programs. The program
for monitoring the strength of signal is developed through NDIS (Network Driver
Interface Specification) and SDK (Software Development Kit).

4.2 Comparison of the Characteristics of the Two Communication
Environments

In the WLAN environment, the speed and quality of the communication is very
good and so there is hardly a problem. However, in the CDMA communication
environment, transmission delays become big occasionally. (Since the data are
transmitted through TCP/IP, they are transmitted without an error.) These
delays are not fatal in general, since eventually the data will be transmitted
without any loss, but may cause inconveniences.

Figure 7 is the measured throughput of each network. In this figure, the
dotted (red) lines are a moving average of the throughput and are calculated at
every 10 seconds for WLAN and 20 seconds for CDMA. In Figure 7 (a), the MA
(Moving Average) is nearly constant for the WLAN and the throughput does not
vary much. This is due to stability and good link quality. On the other hand, in
Figure 7 (b), the throughput in CDMA varies much because the expired packets
cause retransmissions which in turn cause burst data. The average throughput in
WLAN and CDMA network are 3.195 (Kbps) and 3.787 (Kbps) and are nearly
the same. The throughput of WLAN varies 512 bps to 4.3 kbps. On the other
hand, in CDMA network, the throughput varies from 512 bps to 31.2 kbps. This
comes from the fact that the link quality of the CDMA network varies from
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Fig. 7. Throughput

place to place. In Figure 8 and Figure 9, we present the comparison between the
WLAN and the CDMA network. Figure 8 shows the histogram of the number
of pack-ets per transmission in WLAN (a) and in CDMA network (b). As we
can see in this figure, the most of the data in the WLAN are transmitted in 1-5
packets. On the other hand in CDMA, the number of packets vary from 1 to
128.

Fig. 8. Histogram of the number of packets per transmission

Figure 9 shows the distribution of the arrival time of packets in WLAN (a)
and in CDMA network (b). As we can see in this figure, the most of the packets
in WLAN arrives within 1.4 seconds. On the other hand, the packets in the
CDMA network take more than 30 seconds.

4.3 Handover

The implementation of handover on the mobile server (PDA) is done by switching
operation between the RAS and the WLAN network through switching the port
A and B. Figure 10 and 11 shows the sequence number of the packets and
traffic coming into the remote client. As we can see in these figures, basically
the handover operation works fine. However, after the data are coming through
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Fig. 9. Distribution of the arrival time of the packets in WLAN and CDMA
network

the WLAN, the data having new sequence number comes into the remote client
through the CDMA network. Be-tween these two interval, there is an about 10
seconds of break, which is the transition time during the handover process. This
period of time is basically the same as the connection time to CDMA network
via RAS and is a typical phenomenon in hard handoff. During this, the mobile
server does not transmit data to a remote client and there is no packet loss.

Fig. 10. Sequence Number of the Packets coming into the Remote Client

5 Conclusion

In this paper we developed and implemented data transmission through WLAN
in the indoor environment, CDMA public network in the outdoor environment,
as well as the handover between the two environments. We developed programs
and implemented on a real hardware platform for transmitting data and switch-
ing between the modems for handover to transmit the same data to a remote
client. We found that basically the handover operation works well although there
are some glitches during the transition. This problem comes from the fact that
this handover is basically the MCHO (Mobile Controlled Handover) and a hard
handover. This problem, however, is expected to be solved if we use a buffer or
if we adopt a soft handover.
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Fig. 11. Traffic Coming into the Remote Client

We expect that, with some improvement of performance, the result presented
here can be used in the many services including P2P (Peer-to-peer) Communica-
tion, File sharing services such as Napster or Soribada, and Monitoring of data
coming from mobile sources. We also think that this will be of great helpful for
the IP handover, because to perform the handover in the Network Layer or IP
layer, something has to be done in the lower level such as handset terminal level,
or physical layer, and is basically the same as the Mobile Controlled Handover
given in this paper.
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Abstract. When a mobile device is accessing Internet, it is important to
have undisrupted communication with the wired network in the event of
handover. This paper studies multi-hop handover in IPv6 based hybrid
wireless networks. A generic handover scheme with notification mech-
anism is proposed. Simulation results under different scenarios demon-
strate that this scheme can reduce the packet loss and handover delay
without incurring too much signaling overhead during the multi-hop han-
dover.

1 Introduction

Mobile ad hoc networks (MANETs) are becoming popular due to the abun-
dance of mobile devices, the speed and the convenience of deployment, and the
independence of network infrastructure. It is desired that MANETs are inter-
connected to fixed IP networks so that the Internet services can be offered to
MANET nodes. In such scenarios, commonly known as hybrid ad hoc networks,
mobile nodes (MNs) are viewed as an easily deployable extension to the existing
infrastructure. Gateways (GWs) are installed, which can be used by MNs to
seamlessly communicate with nodes in the fixed network.

Recently, much work [1] [2] has been done on providing Internet connectivity
for mobile nodes in hybrid ad hoc networks. Although different aspects includ-
ing the global address configuration, gateway discovery, and communication in
different scenarios are addressed, the multi-hop handover is still an open issue.
Considering multiple GWs in hybrid networks, many proposals extended mobile
IP to achieve seamless handover for MNs one hop away from GWs; however,
work on handover for MNs multi-hop away from GWs is very limited.

An integrated protocol for IPv6-based hybrid wireless multi-hop networks
based on Cellular IP and AODV [3] has been proposed [4]. This protocol ex-
tends micro-mobility management into ad hoc network and interconnects the ad
hoc network efficiently into the existing network infrastructure. Two different
handover schemes, proxy-based and proxy-disabled are included in the protocol
to allow the protocol to adapt to different networking requirements. However,
its handover schemes are designed for intra GW handover, where MN still uses

C. Kim (Ed.): ICOIN 2005, LNCS 3391, pp. 884–893, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Seamless Multi-hop Handover in IPv6 Based Hybrid Wireless Networks 885

the same GW when changing its base station due to its movement. The network
architecture used is different from the scenario studied here, as there are base
stations between MANETs and GWs.

In [5], different gateway discovery approaches for IPv4-based hybrid ad hoc
network are compared in various scenarios by means of simulation. Multi-hop
handover is performed if MN changes its GW while communicating with a cor-
responding node (CN) in the Internet, which is categorized into forced handover
and route optimization handover. Forced handover occurs whenever the path
between the MN and the GW is disrupted during data transmission. The fol-
lowing GW discovery process may result in the detection of a new GW, which
will consequently result in a handover. On the other hand, if the MN detects
that a shorter path to the Internet becomes available while communicating with
a CN, the active path will be optimized. In case the shorter path is via a dif-
ferent IGW, a route optimization handover occurs. Though the performance of
multi-hop handover under different gateway discovery approaches is evaluated,
no scheme is proposed to provide smooth multi-hop handover without incurring
too much signaling overhead.

This paper studies multi-hop handover in IPv6-based hybrid ad hoc net-
works. Our hybrid ad hoc network architecture is constructed by integrating
Mobile IPv6 (MIPv6) with MANET, which is very similar to the architecture
used in [5]. We assume the routing protocol for MANET is AODV, though our
handover scheme can be applied to any other on-demand MANET protocol. The
main contribution of this paper is a seamless multi-hop handover scheme to re-
duce the packet loss and handover delay without incurring too much signaling
overhead during the handover. For the purpose of studying the performance,
we also developed extensions to NS2 for simulating hybrid networks based on
Hierarchical MIPv6 (HMIPv6) [6] and AODV. To our knowledge, this is the first
simulation tool that integrates HMIPv6 and AODV in hybrid ad hoc network.

The remainder of the paper is organized as follows: section 2 introduces
our hybrid network architecture, the gateway discovery and registration proce-
dures used in our architecture are also discussed. In section 3 we describe our
proposed seamless multi-hop handover scheme. The results of simulations are
shown in section 4. Finally, section 5 gives some conclusions and draws some
future directions.

2 IPv6 Based Hybrid Ad Hoc Network

Figure 1 shows our IPv6-based hybrid network architecture. MNs in the multi-
hop wireless networks use AODV to communicate with each other. GWs are
installed, which connect MANETs and wired networks. HMIPv6 is used in access
networks due to its smooth local mobility management feature. We assume each
MN has a unique IP address to be identified in wireless and wired networks;
this address is called home address conforming to Mobile IP. MNs and GWs
understand HMIPv6 and AODV, and they identify each other by their home
addresses.
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Fig. 1. Hybrid Multi-hop Wireless Network

2.1 Hybrid Gateway Discovery

To connect with the Internet, a MN must find a GW. In our hybrid network, we
use a hybrid GW discovery scheme to realize GW discovery. Each GW broadcasts
the Router Advertisement (RA) messages within N hops in a fixed advertisement
interval. N is called the flooding range, which can be adjusted by setting the TTL
field in the IP header of the RA message. The larger N is, the larger the overhead
of RA broadcasting is.

For each MN in the RA flooding range, it records the address of Mobility
Anchor Point (MAP), the address of the GW, the advertisement sequence num-
ber and advertisement lifetime in its GW table upon receiving RA messages. It
also sets up a route to the GW. This route allows MN to update its routes to
the GW if the RA message arrives along a shorter path and to refresh the route
entries if the route is already known. A unique broadcast ID is used to prevent
the broadcast of RA messages that a MN has already seen before.

For each MN beyond the RA flooding range, it will broadcast a solicitation
for GW discovery if Internet access is required, as it cannot receive RA messages.
Upon receiving the solicitation, the GW will unicast a RA message to the MN.
Solicitation also sets up a reverse route to the MN, ensuring that unicast RA
message sent out in response do not generate unnecessary RREQ messages.
When MN receives this RA message, the procedure will be the same as the MN
in the RA flooding range.

2.2 Registration

After MN receives a RA message, MN will add an entry in its GW table and
choose one of 〈MAP, GW〉 to register with. The choice can be based on criteria
such as distance, cost or other information contained in RA messages. In our
scheme, we select the GW with the shortest hop count. After that, the MN
auto-configures a unique RCoA (Regional Care of Address) and LCoA (Local
Care of Address) which will be contained in Binding Update (BU) messages.

When GW receives BU from MN, it will record the MN at its MN table,
which is used to keep track of registered MNs for making routing decisions.
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When MAP receives BU message, it will create an entry in its binding cache to
bind the MN’s RCoA to LCoA, and set a registration time for this entry. Simi-
larly, the HA will create an entry to bind the MN’s home address to RCoA, and
set a registration time for this entry as well. MNs must periodically register with
the HA and the MAP to refresh the entries. GWs forward BU acknowledgements
they receive from the MAP back to the MN. Once the MN receives the acknowl-
edgement, it will set the lifetime field in the entry. To maintain the registration,
the mobile node must re-register before the lifetime expires. Through periodical
registrations, the bi-direction path to the registered GW from the MN can be
refreshed periodically.

For each MN beyond the RA flooding range, it registers with the current
GW until there is no path to this GW. In this case, its GW table is checked in
order to find an alternative GW for registration. If it fails, the GW discovery is
initiated to discover a new GW for registration.

3 Seamless Multi-hop Handover Scheme

In traditional wireless access network, MNs have link-layer connections with
access points, and handover is normally defined as the service disruption period
between the disconnection with previous access point and establishing connection
with a new access point. For MNs multi-hop away from GWs, as in our hybrid
wireless network, the handover issue is much more complicated. We define the
multi-hop handover as a route change from MN to the registered GW, which
may occur when a MN itself or any of the intermediate MNs moves and breaks
the active route to the registered GW during the MN’s communication with a
CN in the wired network. In normal MIP, the handover process includes Layer
2 handover and Layer 3 handover. In our hybrid wireless network, MNs that are
multi-hop away from a GW do not have link-layer connections with the GW and
thus handover is only performed at Layer 3.

3.1 Multi-hop Handover Type

Considering different situations, multi-hop handover can be as follows:
• Intra-GW handover & Inter-GW handover
Intra-GW handover occurs when MN still registers with the same GW al-

though the route to the current GW is broken; while Inter-GW handover occurs
when the MN registers with a new GW. When Intra-GW handover happens,
no mobile IP operation is involved. However, for Inter-GW handover, mobile IP
operations like BU operations are required.

• Compulsory handover & Optimized handover
A compulsory handover occurs when MN detects a route break to its current

GW. The optimized handover occurs when MN’s route to its current GW is still
active, but a better (more optimized) route is available and selected.

Combining the above two categories of handovers, we can classify the han-
dover into four types:
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1. Compulsory Intra-GW handover: when the route to the current GW
breaks, but there is an alternative path to the current GW. This type of handover
is handled by the recovery procedure of AODV.

2. Compulsory Inter-GW handover: when there is no path to the current GW
and the subsequent GW discovery process results in the detection of a new GW.

3. Optimized Intra-GW handover: no route break, but a MN uses a shorter
path to the current GW when a new RA message from the current GW arrives
from a shorter path. This type of handover is completely handled by the RA
message processing in GW discovery procedure.

4. Optimized Inter-GW handover: no route break, a MN uses a shorter path
to another GW when it receives a new RA message with less hop count from
another GW.

Type 2 handover has a bad impact on the performance of communication
because the delay and overhead of discovering a new GW and a route to it
are very high. As a result, we should reduce the rate of its occurrence. On
the other hand, a timely type 4 handover is also very important. In multi-hop
scenarios, using shorter paths can reduce the packet end-to-end delay; moreover,
a shorter path to a new GW may indicate a potential future compulsory Inter-
GW handover, thus using optimized Inter-GW handover can prevent a future
route break.

3.2 Our Enhanced Multi-hop Handover Scheme

The objective of our handover scheme is to achieve low handover latency and low
packet loss without incurring excessive overhead. For this purpose, we propose
the following approaches:

(1) Proactively maintain a bi-direction route between MN and its registered
GW.

In AODV, when the path to the current GW is broken, the source node
does not re-initiate the route discovery unless there is traffic to the current GW,
which leads to the long delay for packet transmission. To solve this problem,
we proactively maintain a bi-direction route between the MN and its registered
GW, which can be realized as follows: the bi-direction route can be refreshed
each registration through BU and BU acknowledgement messages. Between two
consecutive registrations, the route discovery is initiated immediately upon the
receiving Route Error message for the bi-direction route irrespective of the pres-
ence of traffic between the GW and MN.

(2) Dependant Notifying Mechanism
For MN at the Nth hop from its current GW, it will immediately inform its

dependants with 〈previous GW, new GW〉 information by broadcasting a han-
dover notification message when performing an optimized Inter-GW handover.
To be MN’s dependant must satisfy two conditions: (1) it is registered in the
same GW as MN; (2) it uses this MN as the next hop in the route to its regis-
tered GW. When its dependant receives the message, it constructs a route to the
new GW and registers with it; a new notification message is also broadcasted.
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In this way, future compulsory Inter-GW handovers can be avoided, which can
reduce the handover delay and overhead significantly.

For a MN beyond N hops of its GW, it will immediately notify its dependants
by using a new type of Route Error message called “GW Error” when perform-
ing a compulsory Inter-GW handover. The GW Error also includes the 〈previous
GW, new GW〉 information. When a dependant receives this error message, it
will construct a route to the new GW and register with it if no alternative path
to the previous GW can be discovered by AODV’s repair process. Similarly, a
new “GW Error” message is broadcasted again if a dependant decides to switch
to the new GW. In this way, the dependants can perform compulsory Inter-GW
handover without the start of GW discovery, which results in the reduction of
handover delay and overhead.

(3) Intermediate nodes reply to solicitation request for the GW if they have
active routes to the GW.

When a MN outside the RA flooding range wants to connect to the Inter-
net, it will send out a solicitation with its destination set to a GW multicast
address. When a GW receives the solicitation, it will unicast a RA message to
the MN. Previously, the intermediate node just forwards the solicitation. To let
intermediate nodes reply to solicitation can reduce the GW discovery latency
and overhead.

(4) Intermediate nodes hear the RA message unicasted by GW.
When the intermediate node forwards a unicasted RA message, it can update

its GW table’s entry with respect to this GW.
(5) Optimized Inter-GW handover stability management.
This is to prevent high frequent oscillations and decrease the probability of

a MN registering with a GW that is only temporarily better. MN will not start
an optimized Inter-GW handover immediately even if the new GW is nearer
than the original one. Instead, it will only perform this type of handover after
receiving at least two consecutive RA messages about the new GW.

We name the handover scheme with the above approaches as “enhanced
HMIPAODV (E-HMIPAODV)”, and the scheme without these approaches as
“plain HMIPAODV (P-HMIPAODV)”. We will compare two schemes through
simulation in section 4.

4 Simulation

MobiWan [7] is a simulation tool based on NS (version ns-2.1b6) meant to simu-
late Mobile IPv6 under large Wide-Area Networks (both local-area mobility and
global-area mobility). In order to enable it to support AODV and HMIPv6, the
Network and MIPv6 agents are modified. The Network agent is replaced by an
AODV agent, which integrates the handover schemes described in section 3. The
MIPv6 agent is responsible for tasks like maintaining binding cache and sending
Binding Update.

The purpose of the simulation is to study the performance of our enhanced
multi-hop handover scheme in hybrid network. The protocol metrics used are: (1)
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handover latency; (2) packet loss ratio; and (3) control overhead. These metrics
have been examined under different network scale (small & large), mobility level
(changing pause time), and other related network parameters (e.g. RA interval,
RA flooding range, etc).

MANET

CN
HA

MAP

GW3

GW1 GW2

GW0

Fig. 2. Simulation scenario

Fig 2 shows our simulation scenario, where the wired network consists of a
cloud of five CNs (CN0 to CN4), HA for all MNs, one MAP, and four GWs.
In the wireless network, we study two topologies, a small network with 30 MNs
over 600x600m area and a large network with 50 MNs over 1000x1000m area.
To simplify the simulation, we make the whole wireless network belong to one
MAP, thus there will not be handover between MAPs. Five of the MNs are
CBR sources, and the five CNs are CBR sinks. Each source node sends constant
bit rate (CBR) traffic with sending rate 10 packet/s (packet size is 50bytes).
MN’s movement complies with the random waypoint mobility model. All the
simulations are done with the maximum speed set to 10m/s, the pause time is
changed to simulate different level of mobility.

4.1 Impact of Mobility on Performance

Each Mobile node moves randomly with speed uniformly distributed in the range
(0, 10)m/s, the pause time is set to [5, 10, 20, 100, 200, 300, 400]s in each
simulation respectively. RA flooding range is set to 1 and RA interval is set to
10s for all simulations in this set.

For small network with 30 MNs, Fig. 3(a) shows that E-HMIPAODV has less
average handover latency than P-HMIPAODV. For both schemes, the handover
latency decreases with increasing pause time. As for traffic performance, Fig.
3(b) shows that E-HMIPAODV has less packet loss than P-HMIPAODV under
different mobility levels. We also noticed that its improvement is more significant
when pause time is shorter. Figs. 3(c) and 3(d) show both schemes’ overhead,
which is measured as the total number of transmissions of control packet during
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(a) Average handover latency                                      (b)   Packet loss ratio 

   
(c) AODV overhead                                                    (d) HMIPv6 overhead 

Fig. 3. Performance of both schemes in a small network with 30 MNs

simulation times. E-HMIPAODV reduces AODV control overhead because of its
notification mechanism and allowing intermediate nodes reply with GW route
information. However, it introduces more HMIPv6 control messages because E-
HMIPAODV will perform more Inter-GW handover than P-HMIPADOV.

Figs. 4(a)∼4(d) show the results in large network with 50 MNs, which are
similar to the results in the small network with 30 MNs. However, we note that
performance improvement of E-HMIPAODV is greater in larger networks and
under higher mobility.

4.2 Impact of Frequency of RA

To examine both schemes’ performance against the frequency of RA messages,
we use the large network topology with the RA flooding range set to 1 and MN’s
pause time set to 10s.

We find that the handover performance of both schemes have little difference
when the sending rate of RA is very high or node’s mobility is very low. We
also observe that the RA sending rate has impact on the performance of both
schemes. The higher the RA sending rate is, the lower the handover delay is.
However, a high RA sending rate leads to high protocol overhead. There is
an optimal value of RA interval considering both handover delay and protocol
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(a) Average handover latency                              (b)   Packet loss ratio 
 

    
(c) AODV overhead                                           (d) HMIPv6 overhead 

Fig. 4. Performance of both schemes in a big network with 50 MNs

overhead, which depends on the node mobility and node’s traffic pattern. In our
scenario, the optimal value of RA interval is 10s.

4.3 Impact of RA Flooding Range

We also study the impact of RA flooding range on both schemes’ performance.
We use the large network topology with RA interval set to 10s and MN’s pause
time set to 10s. We observe that E-HMIPAODV outperforms P-HMIPAODV at
lower N. However when N is large, both schemes have the similar results. That
is because the entire area is likely to be covered by the flooding area of RA
messages when N is large. While under pure proactive GW discovery approach,
both schemes have no difference.

On the other hand, packet loss and handover delay can decrease dramati-
cally as N increases in both schemes. This can be explained as follows: when N
is small, there is only a small area in which the MN can receive GW informa-
tion. The other MNs use the on-demand approach to discover GWs. Hence when
handover occurs, these MNs need longer time to reestablish the GW route com-
pared with MNs in the flooding range. By increasing N, more MNs are covered
by the flooding range. As a result, handover due to route failures drops, while
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handover due to route optimization, which does not incur packet loss, becomes
more frequent.

However, when N is large, the overhead of RA broadcasting is high, which
leads to heavy protocol overhead. Therefore, RA flooding range should be ad-
justed according to different network scenarios in a similar approach as [8] to
keep the overheads at a reasonable level while maintaining low delay and packet
loss. In this study, we set the RA flooding range as 3. Note that when data traffic
is high, excessive RA messages can compete for resources and adversely affect
the network’s performance.

5 Conclusion and Future Work

This paper studies multi-hop handover in IPv6-based hybrid ad hoc network. We
define multi-hop handover in hybrid network and propose approaches to reduce
multi-hop handover latency while minimizing protocol overhead. The key to pro-
vide a smooth handover for MNs in hybrid network is to reduce the occurrence
rate of compulsory Inter-GW handover as well as its handover latency. We pro-
pose to use notification mechanism to solve this problem. Through simulation,
we show our handover scheme can reduce the handover latency and packet loss
without incurring too much overhead. For the future work, downlink handover
need to be studied, and one way to improve it is the Next-GW prediction mech-
anisms. Detailed algorithms can be designed and implemented as an extension
of the existing handover scheme to achieve seamless handover performance.
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Abstract. We are noticing the emergence of various internet-ready elec-
tronic devices as well as popular laptops and personal digital assistances,
and most of us want to access the Internet while moving our locations.
Recently, new internet protocol IPv6 is being extended to support not
only host mobility but also network mobility. Real situation will be a
nested mobile network, where mobile networks would be nested as they
change locations. Most serious problem in a nested mobile network is
the complexity of routing path of packets, and the complexity grows as
the nesting level increases. In this paper, we propose ’direct tunneling
method’, which delivers packets through optimized path even when mo-
bile networks are nested. We show the effectiveness of our method by
simulation results.

1 Introduction

As rapid progress of information and communication technology, there are in-
creasing sorts of electronics devices that can access wireless network while they
move their locations. When IPv6 (Internet Protocol version 6)[1] protocol that
guarantees enough IP addresses is widely deployed, not only desktop comput-
ers but also notebook computers, personal digital assistances (PDAs), mobile
phones, and even home appliances will be connected to the Internet. If IPv6
protocol prevails and wireless network infrastructure is established, it would be
a common situation that tens or hundreds of mobile nodes move their locations at
the same time. Because existing Mobile IP and Mobile IPv6 have been designed
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to support host mobility only[2], they do not smoothly support the concurrent
movement of many hosts, i.e. network mobility. To complement this weakness,
IETF NEMO (network mobility) Working Group is studying an extension of
Mobile IPv6 focusing on this issue[3,4,5].

In a simple case, single (mobile) network moves to another location. In general
situation, however, more than one networks and hosts change their locations
simultaneously. Direct application of IETF’s NEMO basic support protocol to
this situation causes complicated routing path from a mobile network node to
the external communicating node, called the correspondent node[5]. Therefore,
it is important to optimize the routing path of packets in nested mobile network.

In this paper, we try to solve the routing optimization problem in nested mo-
bile network using direct tunneling method. Instead of by opening bidirectional
tunnel between a mobile router and its home agent, the packet routing path
can be optimized by opening direct tunnel from the mobile router to the cor-
respondent node that is communicating with a mobile network node below the
mobile router. The correspondent node catches the path of packets that were
passed through nested mobile routers, and sends packets back in the reverse
path. Thus, we can optimize the routing path in both directions.

The rest of this paper is organized as follows. Section 2 presents an overview
of network mobility, several key elements needed to understand this paper, and
description of nested mobile network. Section 3 describes how direct tunneling
method operates. Section 4 presents simulation models and the results. Finally,
section 5 gives our concluding remarks.

2 Overview of NEMO and Components

The purpose of Mobile IP is to allow a mobile node to continue communication,
without interruption, by keeping connection states of transport layer and upper
layer, even if the mobile node moves to another location. The home agent and
the correspondent node maintains up-to-date information on the location of
the mobile node, so that the mobile mode and the correspondent node could
communicate through optimized path. In NEMO architecture, a mobile router
and its whole subnet is the unit of movement, and the subnet might consist of
fixed nodes, mobile nodes and another mobile networks.

2.1 Network Mobility Support

In Mobile IPv6, the home address and the care-of-address of a mobile node are
associated in the binding caches of the home agent and the correspondent node.
When Mobile IPv6 is applied to a mobile network, it can forward packets from
the correspondent node to the mobile router, but it does not know the path
from the mobile router to the mobile node. So, in order to support network
mobility, IETF NEMO Working Group extended the Binding Cache and the
Binding Update of Mobile IPv6. A mobile router sends a Binding Update that
consists of care-of-address and mobile network prefix instead of home address.
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The home agent maintains this information in its Binding Cache. Using mobile
network prefix, the packet that is forwarding to a mobile network is tunneled to
the care-of-address of the mobile router by the home agent, and the packet that
is forwarding to outside of mobile network is tunneled to the home agent by the
mobile router. This is the ”NEMO Basic Support Protocol” proposed by IETF
NEMO Working Group[5]. Several keywords and key elements are as follows[6].

2.2 Keywords and Key Elements

Binding Update (BU) A message indicating a mobile node’s current mobility
binding, and in particular its care-of-address.

Care-of-Address (CoA) An IP address associated with a mobile node while
visiting a foreign link; the subnet prefix of this IP address is a foreign subnet
prefix. A packet addressed to the mobile node which arrives at the mobile node’s
home network when the mobile node is away from home and has registered a
Care-of-Address will be forwarded to that address by the Home Agent in the
home network.

Correspondent Node (CN) An IPv6 node that communicates with a mobile
network node.

Home Agent (HA) A router on a mobile node’s home link with which the
mobile node has registered its current care-of-address. While the mobile node is
away from home, the home agent intercepts packets on the home link destined
to the mobile node’s home address, encapsulates them, and tunnels them to the
mobile node’s registered care-of-address.

Mobile Network Prefix A bit string that consists of some number of ini-
tial bits of an IP address which identifies the entire mobile network within the
Internet topology.

Mobile Node (MN) An IP node capable of changing its point of attachment
to the network. A Mobile Node may either be a Mobile Host (no forwarding
functionality) or a Mobile Router (forwarding functionality).

Mobile Network An entire network, moving as a unit, which dynamically
changes its point of attachment to the Internet and thus its reachability in the
topology. The mobile network is composed of one or more IP-subnets and is
connected to the global Internet via one or more Mobile Routers (MR).

Mobile Network Node (MNN) Any node (host or router) located within a
mobile network, either permanently or temporarily.
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Mobile Router (MR) A router capable of changing its point of attachment
to the network, moving from one link to another link. The MR is capable of for-
warding packets between two or more interfaces, and possibly running a dynamic
routing protocol modifying the state by which it does packet forwarding.

2.3 Nested Mobile Network

It is called a nested mobile network when mobile network moves to a subnet of
another mobile network. Note that we could apply NEMO basic support protocol
to the nested mobile network.

Fig. 1 shows a nested mobile network formed as follows: (1) a mobile net-
work with mobile router MR1 moves new location and connects to the Internet
through AR (Access Router). (2) Then, another mobile network with mobile
router MR2 moves to MR1’s subnet. (3) Finally, a mobile node VMN moves to
MR2’s subnet. Each time the movement occurs, mobile routers and mobile node
send Binding Update to their home agent to notify their new location.

2.4 Pinball Routing in the Nested Mobile Network

In NEMO basic support protocol, nodes that belong to a mobile network ex-
change packets through bidirectional tunnel between mobile router and home
agent. The scheme enables them to exchange packets without any problem, even
if the mobile network node and the correspondent node do not aware of the
existence of network mobility. However, as the nesting level of a mobile network
increases, so is the number of bidirectional tunnels between mobile routers and
home agents that participate in packet exchange. If there are many tunnels,
routing path of packet becomes more complex.

CN

AR

HAMR1

MR1

HAMR2

MR2

HAVMN

Internet

VMN

Fig. 1. Nested Mobile Network and Pinball Routing
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Fig.1 shows complicated routing path of packet in nested mobile network.
Here, mobile node VMN updates its location to CN and HAVMN, so that CN and
VMN can exchange packets bypassing HAVMN. However, the packets exchanged
between CN and VMN still have to visit HAMR1 and HAMR2 which are home
agents of MR1 and MR2, respectively. It is the Pinball Routing that packets visit
all home agents of mobile routers in nested mobile network. As the nesting level
of mobile network increases, probability of packet loss or error and propagation
delay will be increased.

3 Direct Tunneling Method

Direct tunneling method we propose in this paper differs from the NEMO ba-
sic support protocol proposed by IETF NEMO Working Group. Our method
transmits all packets through unidirectional tunnel between the mobile router
and the correspondent node. The packet from mobile network node to the cor-
respondent node is tunneled on the mobile router, and the correspondent node
sends a packet to the mobile network node with a routing header that is one of
IPv6 extension headers. To achieve this, we modified Binding Update process
and tunneling on mobile router. We also added storage Binding Cache for mobile
network, and inclusion of a routing header on the correspondent node.

3.1 Modification of Binding Update Process

When a mobile router detects its movement, it gets allocation of a care-of-address
and sends its new location to the home agent. Then, the home agent can properly
forward packets that were sent to a mobile network node. In the same way, the
mobile router sends Binding Update to the correspondent node when a mobile
network node sends packets to a correspondent node or a correspondent node
sends packets to a mobile network node. The correspondent node that received
Binding Update can send packets to the mobile network node through optimized
path.

Fig. 2 shows the process where CN sends packet to LH in a mobile network,
and then MR sends Binding Update. The process achieves optimized routing
path of packets between CN and mobile network node. In the figure, a packet the
CN has sent to LH arrives at HA(1); it is forwarded to MR through bidirectional
tunnel between HA and MR(2); MR removes the tunnel and it forwards the
original packet to LH, and, at the same time, sends Binding Update to CN(3);
now, MR and CN can exchange packets with direct tunnel between them(4).

3.2 Modification of Tunneling on Mobile Router

In the direct tunneling method, a mobile router sends packet through direct
tunnel to a correspondent node instead of sending through a tunnel to its home
agent. A mobile router maintains a ’CN table’ to keep the information if Binding
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Update was sent to a CN or not. The mobile router must initialize the CN table
when it moves to another location.

All mobile routers in nested mobile network, which are in the path of packet
passing by, should open direct tunnel to correspondent nodes. In this scheme,
the mobile routers do not care about the types of mobile network node, whether
it is plain host or not: it applies the same direct tunneling method on all packets
passing by.

Fig. 3 (a) shows multistage-tunneled packet created when VMN sends Bind-
ing Update to its home agent HAVMN in the architecture shown in Fig. 1.

Internet
CN

AR
HA

MR

LHLMN

(2)

(3)

(3)

(1)

(4)

Fig. 2. Modified Binding Update on Mobile Router

3.3 Addition of Binding Cache for Mobile Network

In NEMO basic support protocol, Binding Cache is modified so that the home
agent can hold mobile network prefix. In our scheme, we introduced ’NEMO
Binding Cache’ that holds a chain of mobile routers’ care-of-addresses, instead
of modifying the existing Binding Cache in MIPv6. This data structure holds
all information coming from mobile routers. By adding NEMO Binding Cache
both to home agents and to all correspondent nodes communicating with mobile
network nodes, they all know optimized path. To maintain the information on
nested mobile network, a list or a linked list structure is suitable for NEMO
Binding Cache.

NEMO Binding Cache constructed according to Binding Updates from mo-
bile routers holds addresses of all intermediate mobile routers as well as the
final destination network address. Using this information, a correspondent node
can directly send packets bypassing mobile routers’ home agents even if mobile
networks are nested. Mobile router’s home agent can also send packets directly
bypassing the next mobile routers’ home agents. Fig. 3 shows Binding Cache in
NEMO basic support(b), and NEMO Binding Cache proposed in this paper(c).
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(a)

(b)

(c)

HoAVMN CoAVMN

1st chain

CoAVMN CoAMR2 CoAMR1

2nd chain 3rd chain

HoAMR2 HoAMR1

SA : CoAVMN

DA : HAVMN

BU
HoAVMN - CoAVMN

SA : CoAMR2

DA : HAVMN

BU(R)
HoAMR2 - CoAMR2

SA : CoAMR1

DA : HAVMN

BU(R)
HoAMR1 - CoAMR1

VMNMR2MR1

Fig. 3. (a) Tunneling on Mobile Routers, (b) Binding Cache on HAVMN, (c)
NEMO Binding Cache

3.4 Inclusion of Routing Header on CN

A correspondent node creates and maintains NEMO Binding Cache based on
Binding Updates from mobile routers. Using information in Binding Cache and
NEMO Binding Cache, the correspondent node organizes a routing header which
contains optimized path, which allows packets to be sent directly to the commu-
nicating mobile network node.

Fig. 4 shows IPv6 packet header from HAVMN to VMN using information in
Fig. 3 (b) and (c). SA (Source Address) of packet is HAVMN and DA (Destination
Address) is CoAMR1. The care-of-addresses of the next two nodes MR2 and VMN
are designated in the routing header. The last header is Mobile IPv6 destination
option header for VMN.

SA : HAVMN

DA : CoAMR1

Next : CoAMR2

Next : CoAVMN

HoAVMN

IPv6 Header

Routing Header

Destination Option Header:
Home Address Option

Fig. 4. Example of Routing Header on CN
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4 Simulation and the Result

In order to evaluate the performance of direct tunneling method, we performed
simulation. The nested mobile network architecture shown in Fig. 5, which is
similar to Fig. 1 we introduced at the beginning, is one of two simulation models
we used.

In the figure, HAMR1 and HAMR2 are home agents of mobile router MR1
and MR2, respectively; LH is a mobile network node of MR2’s network; and CN
is the correspondent node of LH. The path (a) is the packet routing path when
NEMO basic support protocol is applied, and path (b) is the packet routing path
of direct tunneling method proposed in this paper.

CN

AR

HAMR1

MR1

HAMR2

MR2

Internet

(a)

(b)

LH

Fig. 5. Simulation Model

4.1 Simulation Models

For comparison, we performed simulation for both models with OMNeT++,
which is open architecture simulation environment for communication network[8].
Simulation models are path (a) and path (b) of packet routing in Fig. 5. We
measure the RTT (Round Trip Time) of both paths. Delay time of each link
between nodes is 5ms; processing time in each node, such as tunneling process,
de-tunneling process, and handling messages, is 10μs. Internet cloud in Fig. 5
represents IPv6 network, and its delay time (of a packet passing the cloud) is
selected random values ranging between 45ms and 55ms. Because selected ran-
dom values follow normal distribution, the average is 50ms. Thus random values
do not have any effect to the result.

We have done simulations on totally six sub-models: three cases for NEMO
basic support protocol and three for direct tunneling method. General model is
the same as shown in Fig. 5. The first case is for the configuration with just one
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mobile network, the second case is for the configuration with two nested mobile
networks, and the last case is for with three nested mobile networks.

4.2 Result

Statistical results of simulation are shown in Table 1 and Table 2. When there is
single mobile network, the average RTT of direct tunneling method is about 1.9
times less than NEMO basic support protocol; when there are two nested mobile
networks, it is 2.7 times less; it is 3.4 times less when there are three nested mobile
networks. We could carefully predict that this gap between NEMO basic support
protocol and direct tunneling method will be getting bigger as the nesting level
increases.

Table 1. NEMO Basic Support Protocol

Factor MinimumRTT MaximumRTT AverageRTT

One Mobile Network 230ms 270ms 250ms
Two Mobile Networks 352ms 405ms 380ms
Three Mobile Networks 477ms 540ms 510ms

Table 2. Direct Tunneling Method

Factor MinimumRTT MaximumRTT AverageRTT

One Mobile Network 120ms 140ms 130ms
Two Mobile Networks 130ms 150ms 140ms
Three Mobile Networks 140ms 160ms 150ms

Fig. 6 shows the trend of RTT as the nesting level increases in mobile net-
works. We fit average RTTs to linear equation of nesting level for each case.
Graph (a) is result for NEMO basic support protocol, and graph (b) is result for
direct tunneling method. Graph (b) shows that RTT increases slowly as incre-
ments in nesting level. But, graph (a) shows that RTT increases sharply. Fitting
equation is as follows.

y = ax+ b

5 Conclusions

In this paper, we proposed the direct tunneling method which optimizes the
routing path in nested mobile network. From the result of simulation, we argue
that our method performs better than NEMO basic support protocol proposed
by IETF NEMO Working Group.



Route Optimization in Nested Mobile Network 903

1 2 3

0.1

0.2

0.3

0.4

0.5

M
ea

n 
R

T
T

# of Nested Mobile Router

(a)

(b)

Fig. 6. The trends of RTT as the nesting level increases in mobile networks.

Direct tunneling method opens the same number of tunnels as NEMO basic
support protocol, but it establishes direct path bypassing mobile routers’ home
agents. To establish the optimized path, we modified Binding Update process
on mobile router and added the NEMO Binding Cache to correspondent node
and home agent, while only the Binding Cache of home agent is extended for
NEMO basic support protocol. To achieve better performance, we also made
some extension on the procedures of network elements.

We expect our method will have larger impacts on overall performance with
the simple extension. Meanwhile, more investigation is needed to find ways to
reduce the number of tunnels to lighten the load on mobile routers.
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Abstract. When using the Mobile IP, which is the representative tech-
nology to secure the mobility in general IP networks, the packet loss dur-
ing the handover is inescapable. To remedy the packet loss problem, the
smooth handover was introduced. However, this solution is also flawed.
In particular, the smooth handover causes the packet sequence to be dis-
rupted during the packet forwarding procedure. In turn, it may result
in the degradation of the network performance. The same problem also
occurs in the HPi (High-speed Portable Internet) system; the next gen-
eration portable IP service system. The HPi system, which provides the
high speed data service just like xDSL and leased line in wired internet,
aims to guarantee the portability, mobility, and the differentiated service
based on IEEE 802.16. In this paper, we will propose a handover mech-
anism and a packet sequence control algorithm that prevent the packet
loss and the out-of-sequence packet problem for differentiated service in
the HPi system.

1 Introduction

Demands for Internet access in wireless and mobile environments are increasing
parallel to the diffusion of the personal portable terminals. As a result of these
demands, the HPi system that secures the portability and high data rate service
is being developed by ETRI, Samsung, SK telecom and other companies in Korea
[1]. As shown in Fig. 1, the HPi system consists of HPi-AT(HPi-Access Termi-
nal), HPi-AP(HPi-Access Point) and PAR(Packet Access Router) connected to
the IP networks. More specifically, the HPi system offers three types of service
class: RtPS(Real time Polling Service), NrtPS(Non-real Time Polling Service),
and BE(Best Effort service)[1]. Thus, the HPi-AT using the IP service of spe-
cific class should guarantee the proper quality of service during the handover.
However, the packet loss and the out-of-sequence packet problem during the
handover are inescapable in the HPi system.

The smooth handover was proposed to minimize the packet loss during the
handover in general IP networks [2][3]. While the smooth handover minimizes
� This work was supported by University IT Research Center Project and the Research

Grant from Kwangwoon University in 2004
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the packet loss, another problem of out-of-sequence packet is introduced. More
specifically, the TCP sends duplicated ACK to the sending host. The sender, in
turn, regards it as the network congestion if a MN (Mobile Node) receives out-
of-sequence packets. Therefore, to solve this problem, another handover mech-
anisms based on the buffering at the cross-over node or the new FA (Foreign
Agent) was proposed [4][5].

High-speed Internet

HA
AAA

FAIP Network
Internet

PAR PAR

HPi-AP HPi-AP HPi-AP HPi-AP
HPi-AT HPi-AT

Fig. 1. HPi System architecture

The basic HPi handover mechanism assumes that the packet buffering is
performed only at Old-AP where the HPi-AT was originally attached during
the handover [1]. However, it neither solves the out-of-sequence packet problem
nor considers the service classes. Therefore, we propose an enhanced Old-AP
buffering handover mechanism for the BE and NrtPS service classes. In addition,
we also propose the PAR buffering handover mechanism based on the cross-over
node buffering and the New-AP handover mechanism based on new FA buffering
for the RtPS service class.

This paper is organized as follows. Section 2 will explain the overview of
basic HPi handover mechanism. Section 3 will describe the proposed handover
mechanism and packet sequence control algorithm. Section 4 will present the
simulation results. Finally, section 5 will present the conclusion.

2 HPi Handover Mechanism and Current Problem

When an HPi-AT is connected to an HPi-AP, it measures the wireless signal
strength from the currently connected HPi-AP continuously with NBR-ADV
(Neighbor Advertisement) message, SCN-REQ (Scanning interval allocation Re-
quest) and DL-MAP (Downlink MAP) message.

When the HPi-AT triggers the handover to the HPi-AP, it sends HO-REQ
(Handover Request) message containing the list of HPi-APs that have the sig-
nal strength stronger than the constant level. The Old-AP then negotiates with
the New-AP whether the HPi-AT is acceptable in the New-AP by using HOreq
(HO requset), HOind (Handover indication) and HOcnf (Handover confirmation)
messages. The PAR that is informed by the New-AP delivers HOrsp (Handover
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Response) message, including the result of the handover request and the cell
address of the New-AP, to the Old-AP. Consequently, the Old-AP starts packet
buffering for downlink channel. The HPi-AT sends HO-IND (Handover Indica-
tion) message that indicates the handover initiation to the Old-AP. Then the
context information of the HPi-AT is passed from the Old-AP to the New-AP
through ACIind (AP Context Information indication) and ACIcnf (AP Context
Information confirmation) messages. After sending ACIcnf message to the Old-
AP, the PAR routes all the packets toward the AT, to the New-AP, and the
buffered packets are forwarded from the Old-AP to the New-AP [1].

Service

Cell Scanning

NBR-ADV

SCN-REQ
DL-MAP

HO-REQ HOreq
HOind
HOcnf
HOrspHO-RSP

HO-IND AClind
AClind
AClcnf

Service

ABC-REG
ABC-RSP
REG-REQ
REG-RSP

CREGreg
CREGrsp

UL-MAP
RNG-REQ
RNG-RSP

AClcnf

Packet
forwarding

AT New-AP Old-AP PAR

Fig. 2. Inter-AP handover in HPi system

The New-AP can receive the two kinds of packet streams during the han-
dover. The packet stream, which is denoted as the Old-Stream, is sent from the
buffering node. Another that is denoted as the New-Stream is sent from the
outside network after sending ACIcnf message to the PAR. However, both the
Old-Stream and the New-Stream may be delivered at the same time to the New-
AP through the same interface of the PAR. As a result, the Old and New-Stream
may be mixed up in the New-AP and create the out-of-sequence packet problem.
These out-of-sequence packets disturb UDP and TCP applications. Especially,
in TCP, the out-of-sequence packet problem degrades the performance of TCP;
as a result, the service quality of HPi-AT becomes low during and after the
handover.

Next, the procedure for connecting the wireless link between the HPi-AT
and the New-AP is performed with RNG-REQ (Ranging Request), RNG-RSP
(Ranging Response), ABC-REQ (AT Basic Capability Request), ABC-RSP (AT
Basic Capability Response), REG-REQ (Registration Request) and CREGeg
(Cell Registration Request) messages. Finally, after the creation of the new traffic
session is achieved with REQ-RSP (Registration Response) message, the service
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for the HPi-AT is started. However, the AT may still receive out-of-ordered
packets. Fig. 2 shows the HPi basic handover mechanism.

3 Proposed Handover Mechanism

3.1 Old-AP Buffering Handover and Sequence Control Mechanism

In order to solve the out-of-sequence packet problem, the New-AP must be able
to differentiate the Old-Stream from the New-Stream. For this reason, we add a
”START” message that should be sent with HOrsp message by the PAR at the
beginning of buffering for the Old-Stream. Furthermore, we also add a ”LAST”
message that should be sent with ACIcnf message when the PAR stops buffering.
The New-AP can not distinguish the mixed stream packets until LAST message
arrives even though it already received START message. Therefore, an additional
sequence control mechanism in the New-AP is proposed. We use the packet ID
(IP packet identification field in IP header) to solve the out-of-sequence packets
problem.

As shown in Fig. 3, the New-AP decides whether the newly received packet
belongs to the Old-Stream or the New-Stream by comparing the input packet
ID with the New-First pointer in the buffer of the New-AP. The New-First and
the New-Last pointers are initially set to the bigger IDs among the first and the
second arrived packets. Then the New-Last is replaced with the packet ID of the
newly received New-Stream packet. Fig. 4 shows the proposed sequence control
mechanism. Until the START message is received in the New-AP, all packets for
the HPi-AT must be the New-Stream. And after receiving the LAST message,
all packets for the HPi-AT belong to the New-Stream. If the two packets received
first belong to the Old-Stream, and the newly received Old-Stream packet has
the packet ID value between the New-First and the New-Last, it means that the
initial New-First value is wrong. The New-First value is then modified as the
smallest packet ID among the New-Stream in buffer. However, due to the over-
head of sequence control mechanism, the Old-AP buffering handover mechanism
is not suitable for the RtPS.

3.2 PAR Buffering Handover Mechanism

PAR is the cross-over node of the Old and the New-AP. Moreover, it can be the
other candidate for the buffering to solve the packet loss and the out-of-sequence
problems during the handover. In the case of PAR buffering, the packet loss
and the out-of-sequence problem do not occur because all the packets of the
mixed streams are buffered sequentially in the PAR buffer. As compared to the
Old-AP buffering handover mechanism, the PAR buffering minimizes the packet
forwarding delay. With PAR, there is no additional delay required for sequence
control at the New-AP and the packet forwarding path is shorter than the Old-
AP buffering handover mechanism. It is for this reason why the PAR buffering
handover mechanism is suitable for the RtPS. While currently, in the real HPi
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Fig. 4. Packet sequence control mecha-
nism in New-AP

system, there is no buffer in the PAR because of the bottleneck problem [1], we
can simulate and compare the PAR buffering handover mechanism with other
two buffering handover mechanisms.

3.3 New-AP Buffering Handover

The HPi-AT can anticipate the New-AP by using the signal strength of the neigh-
boring HPi-APs. Based on this fact, we propose a New-AP buffering mechanism.
In order to adopt this mechanism, however, all context information exchanged
between the HPi-AT and the HPi-AP should be done prior to initiating the han-
dover. Therefore, several new messages such as Horeq-Ext (Handover request
Extension), Hoind-Ext (Handover indication Extension) and Horeq-Ext (Han-
dover response Extension) must be defined in order to deliver the information
about the handover request and the context information of HPi-AT.

As shown in Fig. 5, the PAR sends the Horsp-Ext message to the Old-AP
and forwards all packets from outside of the PAR to the New-AP. As a result,
the New-AP that receives the packets of the HPi-AT, starts packet buffering and
transmits the packets as soon as it creates a new traffic session. Thus, all packets
to the HPi-AT are buffered sequentially in the New-AP during the handover.
The New-AP buffering mechanism minimizes the packet forwarding delay and
solves the out-of-sequence packet problem. For this reason, the New-AP buffering
handover mechanism is suitable for the RtPS.

4 Analysis

The simulation was performed using NS-2 simulator to compare the performance
of the proposed three handover mechanisms of Old-AP, PAR and New-AP buffer-
ing handover in terms of UDP and TCP. Fig. 6 shows the network topology used
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Fig. 5. New-AP buffering handover mechanism

for the simulation. For simplicity, we assume the HPi-AT moves from HPi-AP1
and reaches HPi-AP3 through HPi-AP2. Then it goes back.

CN GW

PAR1 PAR2

HPI-
AP1

HPi-
AP2

HPi-
AP3

2ms

10ms 10ms

2ms

50ms

10ms

Fig. 6. Simulation Topology

Fig. 7 shows the simulation results that traced the packet ID of the UDP
traffic. UDP is an unreliable protocol, so it does not react to the packet loss and
the out-of-sequence packets. Therefore, the degradation of service quality may be
happening in higher level applications due to the lost packets and out-of-sequence
packets. Fig. 7.a shows the trace of packets IDs that HPi-AT has received in each
case: no buffering; Old-AP buffering; and Old-AP buffering equipped with New-
AP sequence control. In the case of no buffering, there is considerable packet
loss during the handover. In the case of the Old-AP buffering, the HPi-AT also
receives the out-of sequence packets. Conversely, when Old-AP buffering is used
with New-AP sequence control, the out-of-sequence packet problem is almost
eliminated. As shown in Fig. 7.b, Fig. 7.c and Fig. 7.d, when PAR buffering or
New-AP buffering is used, both the packet loss and the out-of-sequence problems
did not occur. Furthermore, the HPi-AT could receive the buffered packet faster
than the Old-AP buffering.
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Fig. 7. UDP: Packet ID numbers received by MN, Data rate=0.2Mbps

Fig. 8 shows the simulation results that traced the sequence number of the
TCP traffic and the TCP throughput. TCP is a reliable protocol and performs
the error recovery for the packet loss and the out-of-sequence delivery. As shown
in Fig. 8.a and Fig. 8.d, among the three proposed handover mechanisms, HPi-
AT receives the smallest number of TCP packets during the same time interval
when no buffering handover is used. Moreover, Fig. 8.b, Fig. 8.c and Fig. 8.d
show that HPi-AT can receive more packets when the PAR buffering or the New-
AP buffering is used than the case of the Old-AP buffering with the New-AP
sequence control. This results from the fact that the Old-AP buffering mechanism
with the New-AP sequence control mechanism, requires more packet forwarding
and sequence control delays than the two other mechanisms.

5 Conclusion

The HPi system tries to provide the differentiated quality of service according
to the three classes of BE, NrtPS, and RtPS. Therefore, the proper handover
mechanism is needed to solve the packet loss and the out-of-sequence problems
according to the service classes. In this paper, we have proposed the handover
mechanisms that include the packet buffering procedure in each case of the
Old-AP buffering, the PAR buffering and the New-AP buffering. Furthermore,
we also proposed a new packet sequence control mechanism that should be per-
formed in the New-AP, because the Old-AP buffering causes the out-of-sequence
packet problem.

In order to compare the performance of three proposed handover mechanisms,
a simulation was performed. The simulation results show that all three proposed
mechanisms solve both of the packet loss and the out-of-sequence problems.



Handover Mechanism for Differentiated QoS in High-Speed Portable Internet 911

1390
1400
1410
1420
1430
1440
1450
1460
1470
1480
1490
1500

14.2 14.4 14.6 14.8 15 15.2

PAR buffering

Old-AP buffering, Sequence control

Simulation time

Se
qu

en
ce

nu
m

be
r

b. PAR buffering vs . Old-AP buffering with
New-AP sequence control

1390
1400
1410
1420
1430
1440
1450
1460
1470
1480
1490
1500

14.2 14.4 14.6 14.8 15 15.2

New-AP buffering

Old-AP buffering, Sequence control

Simulation time

Se
qu

en
ce

nu
m

be
r

c. New-AP buffering vs . Old-AP buffering
with New-AP sequence control

10
11
12
13
14
15
16
17
18
19
20
21
22

0 8 12 16 20

Old-AP buffering with sequence control
PAR buffering
New-AP buffering
No buffering

Number of handover
d.Comparison of TCP Throughput according

to the number of handover

T
hr

ou
gh

pu
t(

M
bp

s)

1390

1400

1410

1420

1430

1440

1450

1460

1470

1480

1490

14.2 14.4 14.6 14.8 15 15.2

No buffering
Old-AP buffering, No Sequence control
Old-AP buffering, Sequence control

a. No buffering vs . Old-AP buffering vs . Old-AP
buffering with New-AP sequence control

Simulation time

Se
qu

en
ce

nu
m

be
r

Fig. 8. TCP: TCP sequence numbers received by MN and TCP throughput,
Data rate=0.2Mbps

However, the three buffering mechanisms show different delays to deliver the
in-order packets to the HPi-AT. The Old-AP buffering, which shows the longest
delay can be used for the BE or the NrtPS because they are less sensitive to delay.
Moreover, the PAR buffering or the New-AP buffering, which shows the least
delay, is suitable for the RtPS that is sensitive to delay. Therefore, in TCP, we
confirm that more packets can be received by adopting packet sequence control
mechanism in New-AP than only buffering in Old-AP. Moreover, we also confirm
the same result in the case of the PAR buffering handover mechanism and the
New-AP buffering mechanism.
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Abstract. The IEEE 802.15.3 WPAN (Wireless Personal Area Net-
work) has been designed to provide a very high-speed short-range trans-
mission capability with QoS provisions. The unidirectional channel al-
locations for the guaranteed time slots, however, often result in poor
throughput when a higher layer protocol such as TCP requires a full-
duplex transmission. In this paper we propose a mechanism, called TCP
transfer mode, that provides the bidirectional transmission capability be-
tween TCP sender and receiver for the channel time allocations (CTAs)
of the high-rate WPAN. As our scheme does not require additional con-
trol messages nor additional CTAs, the throughput of a TCP connection
on the high-rate WPAN can be greatly improved. Our simulation re-
sults show that the proposed scheme outperforms any methods of TCP
transmission according to the current standard of the WPAN.

1 Introduction

The emerging high-rate wireless personal area network (WPAN) technology,
which has been standardized[1] and being further enhanced by the 15.3 task
group in IEEE 802 committee, will provide a very high-speed short-range trans-
mission capability with quality of service (QoS) provisions. The QoS capability is
provided by the channel time allocations using TDMA; if a DEV (device) needs
channel time on a regular basis, it makes a request for isochronous channel time.
Asynchronous or non-realtime data is sup-posed to use CAP (Contention Access
Period) which adopts CSMA/CA for the medium access.

Among the high-rate applications expected to be prevalent in the near future,
the high quantity file transfer using TCP will also occupy a large portion of the
traffic transmitted in the WPAN environment. The unidirectional channel allo-
cations for the guaranteed time slots, however, often result in poor throughput
because a TCP connection requires a full-duplex transmission channel. In order
to transmit the TCP traffic according to the current standard of the high-rate
WPAN, one of the following three methods can be adopted. First, it can be
transmitted during CAP. However, as the duration of the CAP is determined by
the piconet coordinator (PNC) and communicated to the DEVs via the beacon,
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it is very hard for the devices to estimate the available bandwidth for the TCP
connection. Second, the TCP connection may request a guaranteed time slot and
use it for the bidirectional TCP data and acknowledgment packets. Clearly it
will cause frequent collisions at the MAC layer between TCP sender and receiver,
and thus significantly degrade the transmission performance. Finally, they may
request two CTAs, one for the TCP data and another for the TCP acknowledg-
ment. Due to the dynamic nature of the TCP flow control, it is very hard to
anticipate or dynamically allocate the size of the CTAs.

Recently, a lot of work has been done by many researchers in the area of
the high-rate WPAN. However, few attempts have been made at the problem of
non-realtime TCP transmission so far. In this paper, a mechanism, called TCP
transfer mode, that provides the bidirectional transmission capability between
TCP sender and receiver on the guaranteed time slots of the high-rate WPAN.
If a CTA is declared to be in the TCP transfer mode, the source DEV alternates
between transmit mode and receive mode so that the destination DEV is able to
send data (TCP ACK) in the reverse direction. Our mechanism is transparent to
the MAC entity: the source DEV regularly makes transitions between transmit
and receive mode, and the destination DEV sends data only when the CTA
is in the TCP mode. In addition, as our scheme does not require additional
control messages nor additional CTAs, the throughput of a TCP connection on
the high-rate WPAN can be greatly improved.

The remaining part of this paper is organized as follows. After introducing
related works and the high-rate WPAN protocol in chapter 2, we describe the
three methods of TCP transmission under the current standard in chapter 3.
In chapter 4, we propose a new transmission mode that allows bidirectional
TCP transfer on the guaranteed time slots. Simulation results are provided and
discussed in chapter 5, and finally chapter 6 concludes the paper.

2 Preliminaries

2.1 IEEE 802.15.3 High-Rate WPAN

The IEEE 802.15.3 WPAN has been designed to provide a very high-speed short-
range transmission capability with QoS provisions[7]. Besides a high data rate,
the standard will provide low power and low cost solutions addressing the needs
of portable consumer digital images and multimedia applications. Fig. 1 shows
several components of an IEEE 802.15.3 piconet. The piconet is a wireless ad
hoc network that is distinguished from other types of networks by its short range
and centralized operation. The WPAN is based on a centralized and connection-
oriented networking topology. At initialization, one device (DEV) will be re-
quired to assume the role of the coordinator or scheduler of the piconet. It is
called PNC (piconet coordinator). Its duty includes allocating network resources,
admission control, synchronization in the piconet, providing quality of services,
and managing the power save mode.

The superframe of the piconet consists of periods as follows. In the first
period, the PNC transmits a beacon frame which contains all the necessary
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information to maintain the piconet. All the DEVs in the piconet receive the
beacon frame and synchronize their timer with the PNC. The beacon frame
is used to carry control information to the entire piconet and the allocation
of channel time. In the second period, optional CAP (Contention Access Pe-
riod) is located for the purposes of association request/response, channel time
request/response and possible exchange of asynchronous traffic using CSMA
method. CTA (Channel Time Allocation) period is in the third period and is
the most part of the superframe. This period is used for isochronous streams and
asynchronous data transfer. The CTAP adopts a TDMA method and allocates
guaranteed time slots for each DEV. All transmission opportunities during the
CTAP begin at predefined times, which is relative to the actual beacon trans-
mission time and extends for predefined maximum durations. Those allocation
information is communicated in advance from the PNC to the respective devices
using the traffic mapping information element conveyed by the beacon. During
its scheduled CTA, a DEV may send a number of arbitrary data frames with the
restriction that aggregate duration of these transmissions which are not exceed
the scheduled duration limit.

Beacon
#m

Contention
Access
Period

Channel Time Allocation Period

MCTA
1

MCTA
2 CTA 1 CTA 2 CTA 3 CTA n...

Superframe #m-1 Superframe #m Superframe #m+1

Fig. 2. IEEE 802.15.3 superframe



TCP Transfer Mode for the IEEE 802.15.3 High-Rate WPANs 915

2.2 Related Works

Recently, a lot of work has been done by many researchers in the area of the
high-rate WPAN. However, few attempts have been made at the problem of
non-real time TCP transmission so far. In the [2], authors proposed a MAC
protocol that enhances the TCP transmission in TDMA-based satellite networks.
This is an approach of TCP throughput enhancement using the modified MAC
protocol. Similarly, [3] proposed a mechanism for enhancement of TCP transfer
via satellite environment. In the [4], authors propose a MAC layer buffering
method to improve handoff performance in the Bluetooth WPAN system in order
to improve a TCP/IP performance. It can minimize the negative effects of TCP
exponential backoff algorithm during handoff and no duplicate packets occur due
to MAC layer buffering method. In [5], although authors are not concerned with
TCP transmission, they proposed an Application-Aware MAC mechanism which
considers the status of higher layer. To the best of our knowledge, however, there
have been no research that MAC layer supports efficient TCP transfer in the
high-rate WPAN.

3 TCP Transmissions in the WPAN

In this chapter, we describe three possible methods of TCP transmission with
the MAC protocol of the current WPAN standard which contains no mention
on higher layer protocols. The performance of TCP transmission using each
possible method will be discussed and compared. Except the three methods
discussed in this chapter, TCP traffic can be transmitted during CAP. However,
as the duration of the CAP is determined by the PNC and communicated to the
DEVs via the beacon, it is very hard for the devices to estimate the available
bandwidth for the TCP connection. We will consider only the methods of using
CTAP in this paper. In order to transmit the TCP traffic using CTAP according
to the current standard of the high-rate WPAN, one of the three methods in this
chapter can be adopted.

Fig. 3 shows a TCP transmission process using immediate ACK policy in
high-rate WPAN. First, TCP data packet comes from the higher layer and is
processed at the MAC layer. The sender DEV sends the MAC frame to the
receiver DEV via wireless interface. At the MAC layer of TCP receiver, it receives
the MAC frame and sends a MAC ACK to the sender. The TCP sink that
accepted TCP data frame sends a TCP ACK packet to the TCP sender. The
TCP sender that received this TCP ACK packet sends MAC ACK frame for the
TCP ACK. TCP sender transmits next TCP data packet to the receiver when
it received TCP ACK. All TCP transmissions are achieved by this way in the
high-rate WPAN.

3.1 TCP Transmission Via on CTA

According to the current MAC protocol, one may use a single (unidirectional)
CTA for a TCP connection. This will result in poor throughput because a TCP
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Fig. 3. TCP transmission in IEEE 802.15.3 high-rate WPAN

connection requires a full-duplex transmission channel. TCP traffic can not be
transmitted between the sender and receiver using this method, because the CTA
is defined as unidirectional and the TCP receiver has no way of sending TCP
ACKs to the sender. Thus transmission of transport layer ACK is impossible
and the connection can not be maintained. Fig. 4 depicts the case where a single
CTA is allocated to the TCP sender and the TCP receiver has no way of sending
back the ACKs.

beacon CTA for TCP sender beacon CTA for TCP sender ...

beacon period CTA period

superframe duration

Fig. 4. Single CTA in the high-rate WPAN

3.2 Allocating Two CTAs for TCP Data/ACK

The PNC may allocate extra CTA for the TCP receiver, so that the receiver is
able to send back the necessary ACKs. In this method, the TCP sender trans-
mits data during its own CTA, and the receiver transmits ACKs also during
its allocated CTA. The problem here is that, due to the dynamic nature of the
TCP flow control, it is very hard to anticipate or dynamically allocate the size of
those CTAs. In addition, TCP sender waits an ACK packet after sending data
up to the window size, and the receiver can not send an ACK before its CTA
comes. Therefore, this method may waste the two CTAs because exact channel
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time allocation is almost impossible due to the dynamic property of the TCP
connection. Fig. 5 explains this method: TCP sender is assumed to transmit data
packets during CTA1, and the receiver sends ACK packets during CTA2. In this

beacon CTA 1 beacon ...CTA 2 CTA 1 CTA 2

Fig. 5. Two CTAs for a TCP connection

method, the throughput can be very different according to the ratio of the dura-
tions of the two CTAs. If the ratio of the allocated CTAs does not consider the
current status of the TCP connection, those CTAs can be seriously wasted. We
performed a simple simulation to see this problem of using two separate CTAs.
The sum of two CTAs is fixed to 4000 and the ratio is varied. In the simulation
result of Fig. 6, we can see that the throughput drops significantly because of
the CTA waste according to the CTA ratio. Again, the problem of using two
separate CTAs for a TCP connection is that it is extremely hard to adjust the
ration of the two CTAs according to the dynamics of a TCP connection.
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Fig. 6. TCP throughputs for the different ratio of two CTAs

3.3 Sharing a Single CTA

TCP connection may request a single guaranteed time slot and use it for the
bidirectional TCP data and acknowledgment packets. A single CTA is shared
between TCP sender and receiver. That is, the sender send TCP data to the
receiver and the receiver send TCP ACK to the sender during a single CTA.
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Clearly it will cause frequent collisions at the MAC layer between TCP sender
and receiver, and significantly degrade the transmission performance.

beacon Bidirectional CTA beacon Bidirectional CTA ...

DATA (TCP sender      TCP receiver)
ACK (TCP receiver      TCP sender)

Fig. 7. Sharing a single CTA between two device

Fig. 8 depicts a comparison between sharing a single CTA and allocating
two CTAs. The result shows that more throughput can be achieved by sharing a
single CTA method. Again, however, the performance degradation is inevitable
because of the frequent collision between the two devices. Thus we need an
elaborated way of scheduling the single CTA between TCP sender and receiver.
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Fig. 8. Comparison of sharing a single CTA and allocating two CTAs

4 TCP Transfer Mode

In this chapter, we propose TCP transfer mode which can maintain the through-
put of a TCP connection, avoiding the collisions due to a single CTA that is
shared between TCP sender and receiver. The sender device informs PNC that
it will send TCP data when it makes a channel time request. For this purpose,
we have defined TCP Enable bit using the reserved bits in 15.3 MAC header.
The PNC responds to the request, and then broadcast the beacon frame with
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the information on the newly allocated CTA for the TCP connection. The CTA
information contains the stream index field which tells that the CTA is allocated
to a TCP connection and the CTA will be used according to the TCP Trans-
fer mode between the transmitter and the receiver. The TCP stream index and
CTA block are depicted in Fig. 9.

Channel Time Allocation Block

CTA
Duration

CTA
Location

Stream
Index

Source
ID

Destination
ID

0x00 : Asynchronous data
0xFD : MCTA traffic
0xFE : unassigned stream

0x00 : Asynchronous data
0x01 : TCP stream
0xFD : MCTA traffic
0xFE : unassigned stream

Fig. 9. Stream Index field and value in CTA block

Three ACK policies are available in the current standard of the IEEE 802.15.3
high-rate WPAN: Immediate-ACK, No-ACK and Delayed-ACK policy. We con-
sider only Immediate-ACK and No-ACK policy in this paper. We describe the
TCP transfer mode with the No-ACK case first. The (TCP) sender changes its
radio interface from TX mode to RX mode immediately after it sends a (TCP)
data. Then if it senses a frame in the reverse direction during the SIFS (short
inter frame space), it is possibly TCP ACK from the TCP receiver. Otherwise if
the channel is idle during the SIFS, TCP sender returns back to the TX mode
and will be transmitting TCP data continually. If the sender receives a TCP
ACK from TCP receiver, it maintains the radio interface status as RX. After
receiving the frame (possibly TCP ACK), it returns back to the TX mode if
there is no more frame during SIFS from the receiver. Two time diagrams in
Fig. 10 shows the operations of proposed TCP transfer mode for the no-ACK
plocy and immediate-ACK policy, respectively.

5 Performance Evaluation

5.1 Simulation Environment

We have implemented the TCP transfer mode using the CMU wireless
extension[9] of the ns-2 network simulator. The parameters used for the sim-
ulation are summarized in Table 1. We have assumed that the DEVs are fixed
during the simulation and associated to the piconet before the simulation begins.
We have chosen the channel bit rate as 100Mbps in order to provide an enough
TCP window size.
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policy

5.2 Results

In this section we evaluate the performance of the proposed TCP transfer mode.
According to the current standard of the HR-WPAN, using a single CTA yields
the best performance for a TCP connection. Fig. 11 shows that, although the sin-
gle CTA method outperforms the multiple CTA method, the aggregate through-
put is saturated with about 28Mbps out of 100Mbps. As explained in the previ-
ous chapter, this low throughput is due to the collisions of TCP data and TCP
ACKs between the transmitter and the receiver; TCP data and ACK packets are
framed to MAC frames in MAC layer, and as the MAC entity could not distin-
guish between TCP data and ACK, it transmits MAC frames in own backlogged

Table 1. Simulation parameters

Attribute Value

Bandwidth 100Mbps
Number of flows 1 flow
Request CTA duration 4000 μsec
MAC ACK policy Immediate-ACK policy
TCP packet size 1000 bytes
TCP window size 20
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queue whenever the wireless medium is idle. It causes severe collisions with peer
DEVs and degrades the performance.
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Fig. 11. Aggregate throughputs of various TCP transmission mechanisms

Fig. 11 depicts that the TCP transfer mode proposed in this paper achieves
38Mbps of throughput in the same simulation environment. This is because
our method avoids the collision between the transmitter and receiver using the
inter-frame spaces where the transmitter checks whether the receiver sends back
the TCP ACK frames. As a result, the TDMA-based time slots allocated to
the TCP connection provides a bidirectional transmission capability, avoiding
packet losses and retransmissions.

As the transmitter checks the possible frame sent back by the receiver after
every frame it sends, the TCP ACK arrives at the transmitter with a negligible
delay and it has almost no effect on the TCP performance. As mentioned in the
previous chapter, the TCP transfer mode also outperforms the case where the
CAP period is adopted for the TCP transmission; the PNC can not estimate the
exact size of CAP period required for the TCP transmission in a superframe.

6 Conclusion

We have proposes the TCP transfer mode for the IEEE 802.15.3 HR-WPAN in
order to maintain the throughput of a TCP connection which suffer from severe
collisions in the unidirectional time slots. We have designed the bidirectional
transmission mechanism on a single CTA. Extensive simulation results show
that the proposed scheme achieves significantly higher aggregate throughput
than the possible methods which are available under the current standard. Also,
our scheme requires only a small modification to the current MAC standard, and
provides the perfect backward compatibility. Our future plan includes the TCP
transfer mode with channel errors and the delayed ACK policy.
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Abstract. In this paper we present an adaptive determination method
of the MAP domain size that can reduce the communication cost between
a mobile node and correspondent nodes by assigning a different size of
the MAP domain by each node in hierarchical mobile IPv6. Every node
is categorized by the residence time in one subnet within the previous
visited MAP domain. According to the node’s mobility pattern, a slow-
moving node can have a small size of MAP domain and a fast-moving
node can have a large size of MAP domain as well. Analysis experiments
are presented in this paper to evaluate the performance of the proposed
method and compare it with the existing scheme.

1 Introduction

Recently, as the number of wireless devices is increasing extremely, it is getting
important to reduce signaling cost and to support seamless mobility while the
devices move among subnets. Mobile IPv6 [1] enables a mobile node (MN) not
only to constitute its own address by itself but also to solve the lack of the
addresses in Mobile IPv4. However, it causes to inform Home Agent (HA) of
a nodes location whenever a node moves among subnets. In fact, Mobile IPv6
handles global area mobility and local area mobility identically. According to
[2], a hierarchical concept that separates micro mobility from macro mobility is
preferred because 69% of a users mobility is local.

Hierarchical Mobile IPv6 (HMIPv6) is proposed to support local mobility.
HMIPv6 differentiates global (inter-site) from local (intra-site) management by
introducing a Mobility Anchor Point (MAP) which functions as the local Home
Agent [3]. When a mobile node is changing its position within a MAP domain,
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it is only required to notify the MAP of its new location. For a MAP selection, it
is recommended to choose the farthest MAP from a node in HMIPv6. It means
that a large size of MAP domain helps to decrease signaling handoff cost.

In this paper, we propose a determination method of MAP domain size that is
based on node’s mobility pattern. The proposed method is called a Speed based
HMIPv6, namely S-HMIPv6. Unlike the existing method, our proposal provides
various size of MAP domain for a variety of different nodes mobility pattern. In
[4], we can anticipate how fast the node is. In S-HMIPv6, we assign a minimum
number of subnets for a MAP domain to a slow-moving node. We record the
time whenever a node sends a binding update message to get an interval time,
which means “a residence time” in a subnet. Our method uses Access Routers
(ARs) as a new MAP in the visited domain to share load and each node comes
to have different size of MAP domain.

The performance of the proposed method is evaluated analytically by calcu-
lation of the communication cost. Since we only focus on efficiency of an adaptive
MAP domain size, we do not care of a packet arrival rate in evaluation.

This paper first presents the mobile IPv6 and Hierarchical Mobile IPv6. Sec-
tion 3 describes our purposed method. In section 4 we present the analytic eval-
uation of expression in both Hierarchical Mobile IPv6 and the proposed method.
In Section 5 we show the comparison result by applying numerical examples in
the expression. Finally, we conclude in section 6.

2 Related Works

In this section, we will see mobile IPv6, focused in mobility [2] and HMIPv6(Hier-
archical Mobile IPv6) proposed to provide seamless mobility, which is a method
for local mobility management to reduce the registration time and signaling
messages [6].

2.1 Mobile IPv6

Mobile IPv6 is proposed for mobility management in IPv6 networks. In Mobile
IPv6, a MN(Mobile Node) configures a new Care of Address (CoA) whenever it
moves to other subnets and registers the CoA to HA(Home Agent) by sending
a Binding Update (BU) message. This binding update message includes MN’s
Home Address and the CoA. If Binding procedure succeeds, the HA transmits
packets through a tunnel which is established between a HA and a MN. There-
fore, Mobile IPv6 can enable MNs to communicate with each Correspondent
Node (CN) if CNs know a MN address. The MN may send a BU to its CNs so
that CNs can send packets directly without HA. However, this binding proce-
dure in Mobile IPv6 causes overload that is to send BU messages to remote HA
and CNs whenever a MN moves even to a near place. Also, if a MN is far from
CNs, hand off can be delayed.
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2.2 Hierarchical Mobile IPv6

HMIPv6 handles the hierarchical mobility management architecture to improve
handoff performance and to reduce the mobility management of signaling load
of Mobile IPv6. MAP is introduced to provide different local mobility (within a
site) from global mobility. The MAP can be located in any level of a hierarchical
network of routers.

A MN moving into a MAP domain configures two kinds of CoAs; Regional
CoA (RCoA) and Link Local CoA (LCoA). The former one is the address on
the MAPs subnet and the latter one is on link address. A MN binds its LCoA
with RCoA by sending a BU to the MAP. Packets are sent to the MAP, then
the MAP tunnels packets to the MNs LCoA. If the MN moves to other subnets
within the current MAP domain, it only needs to register its LCoA with the
MAP. Since the RCoA does not change as long as the MN moves within one
MAP domain, the CNs can communicate with the MN without the MN’s LCoA.

The boundary of a MAP domain is defined by the AR’s advertising the MAP
information to the attached MNs. If the MN changes its current address within
a local MAP domain, it only needs to register the new LCoA with the MAP.
Hence, the RCoA is registered as the CNs and the HA does not change.

3 S-HMIPv6

In HMIPv6, we can reduce the signaling cost by using the MAP. When a MN
selects the MAP located in any level of a hierarchical network, the MN considers
the distance between the MN and the MAP. It is recommended to choose the
farthest MAP to avoid frequent re-registrations. It would reduce the probability
of changing the MAP and informing all CNs and the HA of its location change.
This is particularly significant for fast-moving MNs that will perform frequent
handoffs. However, this procedure to choose the farthest MAP is to overwork. At
the same time, handoff delay can be occurred during the MAP selection [5]. In
addition, slow-moving MNs do not need to organize a large size of MAP domain
while fast-moving MNs need it to reduce handoff signaling cost. Therefore, we
propose “A Determination Method Of MAP Domain Size Based On The Node
Mobility Pattern”.

3.1 MAP Selction

When a MN moves out of the current subnet and moves into a new subnet, the
MN chooses a default AR of the subnet as its MAP. Therefore, a MNs RCoA
and LCoA are the same at this time and also we assume that the MAP domain is
composed of one subnet. This uses distributed environment concept in [6]. Any
AR can be acted as a MAP for MNs. Overload in HMIPv6 can be concentrated on
some of the MAPs while S-HMIPv6 can distribute local management overheads
on all MAPs over the networks.

The MN uses its moving history. By measuring the BU message interval, the
MN’s residence time in one subnet can be calculated approximately [4]. Table 1
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Fig. 1. Calculation process of the MN’s resident time.

shows how to get the average residence time of the MN. E(TK) means the average
residence time when the MN visits subnets at I times and ‘Count’ indicates the
visited times to subnets. Also, TI means the residence time of MN at the visiting
subnet and given by

E(TK) =
1

count

count∑
I=1

TI . (1)

3.2 Determination of the MAP Domain Size

Table 2 describes the procedure to decide the MAP domain size according to
the MN’s residence time. The E(TMNSlow) and E(TMNFast) are average node
residence time computed by the speed of MNFast and MNSlow used in [7]. If E(TK)
of a MN is more than 200sec, we classify it into MNSlow and assign Kmin. Also if
E(TK) is less than 14sec, the MN is considered as MNFast, then set Kmax for the
MAP domain size. For others, we allocate the result number of the computation
that is to increase K with the rate of increase relatively. Consequently, the MN
increases the number of subnets by K.

Kmin +
(
E(TMNSlow)− E(TK)

E(TMNSlow)

)
·ΔX (2)

4 Performance Analysis

To evaluate the performance of S-HMIPv6 and to compare it with HMIPv6, we
analytically derived the communication cost between CNs and the MN. First,
we call the existing HMIPv6 as D-HMIPv6. We suppose limited network of 100
subnets and also the fixed size of one subnet. In addition, we assume that there
is the only one AR in a subnet. We introduce some parameters and assumptions
for analysis as follows:
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Δ

Fig. 2. Determination process of K.

– The number of whole subnets: N(1 ≤ N ≤ 100)
– The number of subnet for one MAP domain: K(1 ≤ K ≤ 100)
– The standard distance of one subnet: 200meter
– Distance Field Ordering Cost: DOC
– MAP Domain Size Decision Cost based on MN Speed: MDC
– The average resident time within the MAP domain having K subnets: TK

– The probability of global and local location update in D-HMIPv6: PD
G , PD

L

– The probability of global and local location update in S-HMIPv6: PS
G , P

S
L

– The cost of global and local location update: CG, CL

In D-HMIPv6, the probability to move out of other (N − 1) subnets can be
achieved as follows [6], i.e., assume that a MN performs a global location update
at movement m. Then, we have

Pm
G =

N −K

N − 1
·
(
K − 1
N − 1

)m−2

(3)

where 2 ≤ m ≤ ∞.
Then, it can be shown that the expectation of M as follows:

E(M) =
∞∑

m=2

mPm
G = 1 +

N − 1
N −K

. (4)

Throughout E(M), PD
G and PD

L can be computed as follows:

PD
G =

1
E(M)

, PD
L =

E(M)− 1
E(M)

. (5)

On the other hand, we assume that all AR can be the MAP for the MN in
S-HMIPv6. A MN does not update its global location until the MN visits each
number of K subnets while a MN in D-HMIPv6 can move out of the current
MAP domain at less than K times. When a MN moves from the (K − 1)th to
the Kth subnet, the expectation of movement, m, is given as follows:
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E(M)K−1→K =
∞∑

n=1

n ·
(
K − 2
N − 1

)n−1

· N −K + 1
N − 1

=
N − 1

N −K + 1

E(M) = (E(M)1→2+E(M)2→3 · · ·+E(M)K−1→K)+E(M)D−HMIPv6

= 1 + (N − 1)
K∑

i=1

1
N − i

.

(6)
Therefore, PS

G and PS
L are given as follows:

PS
G =

1
E(M)

, PS
L =

E(M)− 1
E(M)

. (7)

The following equations are the numerical expression of the communication cost
in S-HMIPv6 and D-HMIPv6.

CTotal = CLocationUpdate + CPacketDelivery

CD−HMIPv6
LocationUpdate = PD

G · (CG + DOC) + PD
L · CL

CS−HMIPv6
LocationUpdate = PS

G · (CG + MDC) + PS
L · CL

CD−HMIPv6,S−HMIPv6
PacketDelivery = δ ·K · (αN(MN) + βLog(N(AR)))

+λ (DCN→MAP +DMAP→AR) .

(8)

The cost can be described as the sum of the location update cost and packet
delivery cost. We also suggest two costs: DOC is the cost to choose a MAP in D-
HMIPv6 and MDC is the cost to classify a MN’s mobility pattern in S-HMIPv6.
And we consider MDC is less than the global update cost.

Packet delivery cost depends on the number of ARs and MNs. If the number
of ARs is increased, the complexity of the IP lookup and routing table lookup is
high. Also the complexity of IP address lookup is proportional to the logarithm
of the length of the routing table [8]. The δ and β are weight factors. We exclude
the first packet transmission to HA.

Table 1. Parameters for analysis

Weight Location Update Cost Distance Cost Pkt. delivery rate

δ α β CG CL DCN→MAP DMAP→AR λ

0.1 0.3 0.7 75 25 12 8 0.5
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Fig. 3. Total cost depending on the cost of MDC on S-HMIPv6.

5 Numerical Examples

In this section, we analyze the result from Equ. (8) to put into numerical ex-
amples. We investigate the minimum number of subnets for slow moving MNs.
The cost of MDC is diversified from 10 to 80. As we have mentioned before, we
assume the cost of MDC is the less than that of the global update cost. Table 1
shows the attributes used on the packet delivery cost.

The proposed S-HMIPv6 differentiates the MAP domain size depending on
MN’s mobility pattern. For Slow MNs, we find out the minimum number of
subnets in Fig. 3. As K is more than 5, a numerical difference of total cost is
not enough. So we set 5 as the minimum number of subnets.

On the other hand, we determine 100 for the MAP domain size of the fast MN
since the MN does not need to register its location globally. Although too large
scale of the MAP domain might overload the packet delivery cost, we assign the
whole number of subnets for a fast MN since a fast-moving node could change
its location extremely often.

The result of the Fig. 4 shows the total cost comparison of each MNSlow,
MNOrdinary, and MNFast on the S-HMIPv6 and D-HMIPv6. In D-HMIPv6, we
assume the number of MAP option messages is regular with 30. So, the sorting
cost of the distance field in the MAP option message is regarded as 30log30
that is the average sorting cost. Also, for D-HMIPv6 we measure each cost as
the MAP domain size is from 60 to 90. We analyze the total cost when MDC
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Fig. 4. Total cost of the Each MLSlow, MNOrdinary, and MNFast on D-HMIPv6,
S-HMIPv6.

is increasing till 80 while DOC is fixed as 30log30. In S-HMIPv6, we assign 5,
100 and 28 as the MAP domain size for the MNSlow, MNFast, and MNOrdinary,
respectively.

The MNOrdinary whose the average residence time is 150s has 28 subnets for
the MAP domain comparatively. On the other hand, D-HMIPv6 only concerns
a large MAP domain regardless of MN mobility pattern. As seen in Fig. 4, S-
HMIPv6 is beneficial in reducing the total communication cost.

6 Conclusion and Future Works

In this paper, we have proposed a determination method of the MAP domain
size based on the MN mobility pattern. We have performed analytical approach
and compared with the previous approach. In order to evaluate the performance
of the proposed method, we present to assign different size of the MAP domain
to each MN. Analytical results demonstrated that the proposed method reduced
the total communication cost although it needed some works additionally to
discern the mobility pattern of each MN.

In fact, it is not easy to find minimum cost that is the sum of the location
update cost and packet delivery cost because two costs are with the tradeoff
relation. We still need to make efforts to find the most potent value to decrease
the total cost.
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For the future work, we will study a reliable measuring of the MN’s residence
time. Predicting the MN’s speed needs to be very careful. Aside from the MN’s
speed, the cost of MDC in S-HMIPv6 has to be the minimum. MOBOPTS (IP
Mobility Optimization) Group is going to study the scheme to discover the MAP
in HMIPv6.
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